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DYNAMICS OF ROTATING SYSTEMS FOCUSED ON INDUSTRIAL
APPLICATIONS

Hajžman M.∗, Bulı́n R.∗∗, Byrtus M.∗∗∗, Dyk Š.†, Polach P.††, Rendl J.†††, Smolı́k L.‡

Abstract: This paper introduces the specific issues of dynamic behaviour and the possibilities of computa-
tional modelling in rotating systems. Initially, it revisits the basic properties of rotating systems supported by
journal bearings. Subsequently, it explores the instabilities associated with various types of journal bearings.
Three intriguing industrial applications are then presented. The first application explores the nonlinear dynam-
ics of high-speed turbochargers, focusing on their specific floating ring bearings. Computational results are
compared with experimentally obtained data for validation. Conversely, the second application concerns the
dynamics of large turbine rotors used in power plants. Particular attention is given to addressing challenges
related to stator and foundation considerations in computational models. Lastly, the third application aims to
model a specific vertical rotor immersed in fluid and operating under extreme temperatures.

Keywords: Rotordynamics, journal bearing, instability, turbocharger, turbine.

1. Introduction

Dynamics, a branch of mechanics, focuses on understanding the motion of mechanical systems in response
to applied forces. When considering various types of motion, the inertia forces acting on specific bodies add
complexity to dynamic analysis. Introducing rotation into the system reveals intriguing behaviours such as
gyroscopic effects, spin softening, and centrifugal stiffening, e.g. Byrtus et al. (2010). Additionally, ro-
tating components require support and coupling with non-rotating parts, achieved through various types of
bearings. The main bearing groups consist of rolling element bearings and journal bearings. While journal
bearings can feature a relatively simple design, they are versatile and can be effectively utilized in various
applications, see Someya (1989). These journal bearings introduce additional complexities, including in-
stabilities and qualitative changes in system properties summarized by Rendl (2021). In engineering and
industry, the development of computational tools reflecting these dynamics is essential for properly and
effectively designing rotating systems, see Friswell et al. (2010).

This paper focuses on selected interesting applications of rotor dynamics in industrial settings. Firstly,
small-scale turbochargers, rotating at exceptionally high speeds and supported by specialized floating ring
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Technická 8; 301 00, Pilsen; CZ, ppolach@ntis.zcu.cz

††† Ing. Jan Rendl, PhD.: NTIS – New Technologies for the Information Society, University of West Bohemia, Technická 8;
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bearings that exhibit inherent instability, are introduced. Secondly, a contrasting application involving large
turbine rotors utilized in power plants is examined. Lastly, a unique case study involving a vertical rotor
submerged in a homogeneous mixture of Pb and Li at extreme temperatures is presented.

2. Stability analysis of a system with journal bearings

Journal bearings are well known for their low friction behaviour, low wear and mainly effective vibration-
damping capabilities. Unfortunately, they can lead to fluid-induced instability resulting in undamped self-
excited vibrations of a supported rotor commonly known as oil whirl, see Muszynska (2005). This behavi-
our has a dominant vibration frequency occurring at roughly 0.42X–0.49X of the rotor speed. Additionally,
significant shaft flexibility can give rise to another phenomenon called oil whip developed from the oil
whirl instability at the moment when the oil whirl frequency coincides and locks into the system’s natural
frequency. Rotor operation typically exhibits three phases: stable vibrations, fully developed instability and
a transient state between the two. The speed at which the rotor becomes unstable is called the threshold
speed. Interestingly, the threshold speeds identified during run-up and coast-down operations may vary.

A typical journal centre trajectory during the run-up with developed oil whirl is depicted in Fig. 1. The
journal centre follows equilibrium locus until the threshold speed ωt is surpassed. After surpassing this
point, the rotor loses stability and oscillates with increasing lateral displacements. The hydrodynamic force
stabilises this phenomenon until the second threshold speed ωg. Here, the stabilising effect is lost and
undamped orbital motion is significantly increased which leads to fully developed instability. Detailed
behaviour during the oil whirl instability development is depicted in subfigures in Fig. 1.
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Fig. 1: Journal centre trajectory during the run-up with detected threshold speeds (adopted from Rendl (2021)).

Fig. 2: Real turbocharger rotor (left) and its scheme (right).
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3. Dynamics of turbochargers

Turbochargers are modern and highly dynamic systems integrated into various engines to boost their power
output. Operating at speeds of hundreds of thousands of revolutions per minute, they are prone to fatigue
and stability issues. Turbocharger rotors are usually supported by floating ring bearings (Fig. 2). Dyk et
al. (2020) studied the possibilities of linearization of bearing forces in the turbocharges dynamic analysis.
Used bearings feature two distinct bearing clearances: one between a journal and a floating ring, and another
between the floating ring and its housing. These clearances vary based on temperature differences within
the oil films and their effect was analyzed by Smolı́k et al. (2017). Modal analysis can conducted on
a simplified linear model replacing each floating ring journal bearing with two linear springs, aiming to
gain a deeper understanding of the system’s dynamic properties (see Fig. 3).
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Fig. 3: Typical Campbell diagram of a turbocharger with dominant lateral mode shapes
(adopted from Smolı́k et al. (2017)).

The turbocharger examined in this paper is modelled using flexible multibody dynamics methods. The
behaviour of the bearings is characterized using the Reynolds equation, which is solved numerically in
the time domain. Given the examination of the turbocharger across a speed range of 60 000 to 150 000
revolutions per minute (rpm), waterfall plots are employed to present the results visually (see Fig. 4 right).
These plots illustrate the calculated response spectra as a function of the rotor’s spin speed n. To validate
the model, experimental measurements were performed and are shown in Fig. 4 on the left.

Fig. 4: Measured (left) and simulated (right) turbocharger dynamic response.

4. Large-scale rotor train dynamics

Turbines typically consist of two primary components and their connections (see Fig. 5). One major non-
rotating component is the foundation, encompassing all stator parts of the turbogenerator. It can be fixed to
the ground via viscous-elastic couplings, designed to provide appropriate stiffness and damping properties
to enhance the overall dynamic behaviour of the turbine system. The second primary component is the
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rotor train, which varies in size and complexity depending on the specific type of turbine. The rotor train
is linked to the foundation via bearings, commonly fluid-film bearings of various designs. The dynamics
of turbines can experience significant influence from the presence of a rotor foundation. Consequently, the
development of suitable modelling approaches is necessary to acquire accurate analysis tools. The method
assessing the dynamic compliance of the foundation concerning the rotor’s angular velocity is compared
with the approach utilizing modal synthesis of rotor and foundation models. The overall methodology was
introduced by Hajžman et al. (2022). The in-house computational tools in MATLAB were developed for
the purpose of presented analysis.

Fig. 5: General scheme of the turbogenerator rotor mounted to its foundation.

The rotor train (see Fig. 6 left), modelled using shaft finite elements with lumped rigid disks, consists
of several parts: a high-pressure section (HP), an intermediate-pressure section (MP), two low-pressure
sections (LP1 and LP2), a generator (G), and an exciter (E). The rotor support system comprises eleven
oil-film bearings with frequency-dependent damping and stiffness properties. The relationship between
particular eigenfrequencies of the rotor train with foundation effects (measured in revolutions per minute)
and the rotor speed (also in revolutions per minute) is illustrated using the Campbell diagram (Fig. 6 right).
Particular mode shapes are characterized by the dominant vibration of denoted rotors (HP to E).
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Fig. 6: Visualization of the turbogenerator (left) and a typical Campbell diagram (right),
adopted from Hajžman et al. (2022).

5. Vertical rotor immersed in hot fluid

The device known as a saturator, utilized in fusion reactor research, can be designed as a vertical rotor
featuring multiple thin discs. This apparatus is situated within a pressure vessel. The gap between the
saturator and the vessel is filled with a lead-lithium mixture (PbLi), which undergoes mixing as it circulates
through the vessel, facilitated by the rotation of the saturator. When the resulting mixture solidifies, it forms
an eutectic material, a homogenous mixture of two solids produced under the laminar flow conditions.

Since the temperature of the PbLi mixture reaches 550 °C, the use of rolling element bearings or petroleum-
based lubricants in journal bearings is impossible. The dynamic viscosity of the PbLi mixture is ca.
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1.28 mPa s at 550 °C, and its density is ca. 9 300 kgm−3. Therefore, it can be used as a lubricant in
journal bearings but exerts significant forces on the rotor due to buoyancy and inertia effects. More con-
cretely, a part of the fluid rotates together with the saturator, which causes a force that is proportional to
the moving mass of the fluid and its acceleration and a force corresponding to the conservative gyroscopic
force (Axisa and Antunes , 1992). In addition, the fluid can exert a viscous damping force and a conservative
elastic force on the rotor (Axisa and Antunes , 1992).
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Conical
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Fig. 7: Scheme of the model of a saturator assembly.

Fig. 7 depicts a saturator assembly comprising three flexible bodies (main rotor, drive shaft, and stator),
a rigid drive, and couplings, including a radial journal bearing, a conical bearing supporting the main
rotor both radially and axially, three deep groove ball bearings, and two torsional couplings. Due to the
presence of multiple flexible bodies and nonlinear couplings in the assembly, its motion is described using
the Newton-Euler equations for multi-body dynamics. The whole model was created in the AVL Excite
software and numerically solved in order to verify the suitability of the bearing design with respect to
instabilities, see Smolı́k et al. (2022).

Fig. 8 shows a simulated waterfall plot of absolute radial vibrations of the bearing housing that accommo-
dates the upper bearing, see Fig. 7. Up to 600 rpm, the vibrations are caused by the rotating imbalance that
causes a response synchronous to the rotor speed. However, as the speed exceeds 650 rpm, asynchronous
vibration at ca. 45 Hz (2 700 rpm) becomes prominent. This frequency corresponds with the first stator
eigenfrequency and the vibration can be linked with the lower conical bearing that supports both static
thrust load and dynamic radial loads due to imbalance. At higher speeds, the conical bearing acts as a pump
because of the low thrust load (remember that the thrust load is decreased by the buoyancy). This effect can
be effectively mitigated by introducing an extra thrust load.

6. Conclusions

This paper presents some interesting applications of rotating systems related to various effects of rotation
and employed bearings. Fluid-induced instability resulting in undamped self-excited vibrations (oil whirl)
is introduced for a simple supported rigid rotor. Further, the paper shows how to deal with high-speed
turbocharger modelling, with the analysis of large turbines in power plants and with design assessment of
the vertical rotor immersed in the specific fluid. The development of appropriate computational approaches
and the implementation of related software tools are necessary for the design and diagnostics of many
rotating machines used in the industry. There are, naturally, many other topics and practical issues in rotor
dynamics that haven’t been covered in this paper. For instance, exploring the impact of rotor dynamics on
tilting pad journal bearings and examining their detailed response presents an actual and interesting problem
(Rendl et al. (2021)).
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Hajžman, M., Balda, M., Polcar, P. and Polach, P. (2022) Turbine Rotor Dynamics Models Considering Foundation

and Stator Effects. Machines, 10, 2, paper 77.
Muszynska, A. (2005) Rotordynamics. Taylor & Francis, Boca Raton.
Rendl, J. (2021) Nonlinear dynamics of rotating systems with journal bearings. PhD Thesis, University of West Bo-

hemia, Pilsen.
Rendl, J., Dyk, Š. and Smolı́k, L. (2021) Nonlinear dynamic analysis of a tilting pad journal bearing subjected to pad

fluttering. Nonlinear Dynamics, 105, pp. 2133–2156.
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Smolı́k, L., Hajžman, M. and Byrtus, M. (2017) Investigation of bearing clearance effects in dynamics of turbocharg-
ers. International Journal of Mechanical Sciences, 127, pp. 62–72.
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Abstract: To understand history, we need to look through a wide-angle lens. The knowledge of history is  
an irreplaceable component to an awareness of the circumstances in which we find ourselves. Evolution,  
the gradual process lasting over millions of years, which generated the first hominids from the earlier primates. 
They differed from other kinds of living organism by bipedal walk. Except for this they showed ingenuity, 
diligence, and organizational skills, that provide other distinctions from further living creatures. The earliest 
hominids lived in the world about 20 000 years ago in several complex societies in Africa and Mesopotamia 
where laid the foundations for civilization, acquired the knowledge of agriculture, art, production of weapons, 
social structure, and politics. Archaeologists say it is the earliest example of modern culture, based  
on an extraterrestrial collection of the oldest toolkits that match those used by living humans. The development  
of their knowledge and skills continued, and with it the necessary tools. Just like today’s generation, there was 
a need to preserve health, so the first, thus oldest implants were tooth replacements. Nowadays, dental implants 
are very sophisticated, just like many other tools and devices that were created according to the needs  
of doctors. 

Keywords:  Hominid, evolution, biomechanics, gait, implants. 

1. Introduction 

The oldest evidence of walking on two legs comes from fossils of the earliest humans known, which date 
back to around 6 million years ago. The most widely accepted theory suggests that the australopithecines, 
who lived around four million years ago, were the first hominids to walk bipedally. The Laetoli footprints, 
which date back to 3.5 million years ago, provide solid evidence for bipedalism. The earliest indisputable 
evidence that our distant ancestors had shifted from four legs to two comes from footprints found in volcanic 
ash that date back to 3.66 million years ago. Evolution continues, and from hominids became presently 
humans - Homo sapiens Evolution brought a lot of new things, but as it turned out later, everything new is 
not perfect. Thanks to evolution, we are humans with bipedal walk, upright posture to see higher and further, 
and differed from other living creatures. Our anatomy changed to keep upright posture, thus muscular  
and bony elements had to change size, shape, and with these changes even the transfer of the forces 
(Niemitz, 2010). 

Fig. 1: Evolution of hominid to human in the lineage. 
                                                 
* Assoc. Prof. Zdenka Sant, PhD.: Mechanical Engineering Dept., University of Malta, Tal-Qroqq; MSD2080, Msida; MT, 

zdenka.sant@um.edu.mt 
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What is the result of evolution? In 2020, low back pain (LBP) affected 619 million people globally and  
it is estimated that the number of cases will increase to 843 million cases by 2050, driven largely  
by population expansion and ageing, increasing of the weight, and decreasing of the muscle strength 
(WHO). 

2.  History of Science continues 

Mayans, Egyptians, Mesopotamians, and Phoenicians were known for their developed knowledge  
in astrology and mathematics, but their understanding of nature events was combined with their myths. It 
was ancient Greeks, who left a record of human inquiry, concerning the relationship of nature and the world 
with respect to powers of perception at their era. The relative freedom of political and religious restrictions 
influenced the development of science between 6th to 4th century B.C. and made the first attempt to separate 
the myths from the knowledge together with building the foundation for scientific inquiry. The development 
of knowledge, together with awareness of the nature around and science, was classified by historians into 
seven historical epochs: 

Antiquity (650 BC–200 AD),  
Middle Ages (200 BC–1450), 
Italian Renaissance (1450–1600),  
Scientific Revolution (1600–1730),  
Enlightenment (1730–1800),  
Gait Century (1800–1900) and  
20th Century  (1900–2000), 

where each was influenced by the prevailing reigning group. At each era you could find few famous 
personalities who enriched the world by art, science novelty, philosophy, and knowledge which, at the later 
stage of 20th century, become a foundation stone to a new branch of the science, later named Biomechanics. 

2.1. Ancient Greeks 

Greece flourished in the time of the Ancient Greeks era; scientists and philosophers taught and broadened 
the horizons of the younger generation. Socrates, the best philosopher at time, was known for spreading his 
philosophic idea that became famous; “first understand our own nature, to be able to understand the world 
around us”. Junior to Socrates, Plato began the philosophical inquiries leading to a concept of Western 
philosophy, psychology, and logic, as well as politics. His conceptualization of mathematics as the life 
force of science created the necessary womb for the birth and growth of mechanics. Aristotle, son  
of a physician, studied at Plato’s academy, was gifted for observation, great curiosity in anatomy, and the 
structure of living organisms. His first book presented observation of the movement of animals. Later he 
promoted qualitative, common-sense science, without mathematics, leading to deductive methods  
of modern science, and the fundamental scientific tools – deductive, and mathematical reasoning, which 
we inherited from the Greek era. These were the first steps towards the new science, that was later named 
“Biomechanics”. 

2.2. Middle Ages 

They are known as a “Dark age” that lasted over 1 000 years. This period starts at 476 yr. with the fall  
of the Western Roman Empire, and the rise of Islam at 610 yr. The creation of the new Holy Roman Empire 
in northern Europe at 800 years was followed by Medieval thinking. With the fall of Rome, much scientific 
knowledge was lost. The scientific inheritance from antiquity was saved thanks to translation of the work 
from Greek to Arabic. Until the rise of the Roman Empire, scientific development in general was 
discouraged. During the High Middle Ages (1000–1300) period, the population of Europe increased, and 
academic learning increased together with scholasticism, which developed into a philosophy of learning. 
Meanwhile, the Crusades and invasions between Christians and the Muslim continued. This period also 
saw significant growth of feudalism, and hierarchical system of rule. The Late Middle Ages were up-to the 
yr. 1492 at crisis. Warfare between the kingdoms, the Black Plague that killed a large part of the population, 
and at the same time, arts and culture progressed and gradually transitioned into a golden age of the 
Renaissance. At the Late Middle era, Galen, the anatomist, and physician left his monumental work, “On 
the Function of the Parts”, as the world’s standard medical text. His understanding of anatomy and medicine 
was affected by the then-current theory of humourism. What is the theory of humourism? The Four 
Humourism were bodily fluids (blood, yellow bile, black bile, and phlegm), that determined a person’s 
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temperament and his imbalance that led to certain sicknesses dependent upon the type of humors, and its 
excess or deficit. The humors were connected to celestial bodies, seasons, body parts, and stages of life. 
Galen’s anatomical reports, based on dissection of monkeys and pigs, remained uncontested until 1543, 
when printed descriptions and illustrations of human dissections were published in the work De humani 
corporis fabrica by Andreas Vesalius where Galen’s physiological theory was accommodated to new 
observations. Galen’s theory of the physiology of the circulatory system endured until 1628, when William 
Harvey established that the blood circulates with the heart acting as a pump. 

Fig. 2: An interpretation of Galen’s human “physiological system”. 

2.3. Italian Renaissance 

After the “Dark age”, a new way of life was brought, that was characterized by freedom of thought, which 
revitalized scientific work, laid the foundations of modern anatomy and physiology, and introduced the first 
studies of human movement, with relation to muscle activity. The foundation of modern anatomy was based 
on autopsy observation, and dissection. Leonardo da Vinci, self-educated artist, observed the body of 
humans and horses during their movement, to understand the mechanics of their motion, and provide the 
mechanical analysis of human movement in relation to bones, muscles, joints, etc. He also contributed to 
engineering, mainly to mechanics, and several military and civil engineering projects. Already mentioned 
Andreas Vesalius, taught his anatomical theories, and acknowledged that human anatomy could only  
be learned from dissection and observation. He stimulated scientific debate about the relationship between 
the muscles and nerves. Leonardo Da Vinci, Andreas Vesalius, Bartolomeo Eustachio, and Costanzo 
Varolio furthered the study of neuroanatomy. Nicolaus Copernicus was Renaissance polymath, his most 
important contributions was in the field of astronomy, and the concept of a heliocentric solar system in 
1514. The Revolutions of the Heavenly Spheres not only revolutionized astronomy, but revolutionized 
science by reintroducing mathematical reasoning, the antithesis of Aristotelian common-sense physics.  
It had direct implications for biomechanics, and the desire to explain the orbits of the heavenly spheres led 
directly to the development of mechanics. 

 

 

 

 

 

 

 

 

 

 
Fig. 3: Vintage Leonardo Da Vinci art work. 
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2.4. Scientific Revolution 

17th century and beginning of the 18th century is associated with great names as Galileo Galilei, Johannes 
Kepler, Rene Descartes, and Isaac Newton. Intellectual freedom was highly respected, new scientific 
societies were emerging, and the exchange of new ideas was encouraged. Experimentation was the core  
of the new scientific methods. Galileo Galileo’s work related to biomechanics of the human jump, and 
analysis of the gait of horses preceded the work by Borelli. Santorio Santorio, a physiologist, physician, 
and professor, that introduced the quantitative approach into life sciences, is therefore deemed the father  
of modern quantitative experimentation in medicine. William Harvey became the first "cardiac 
biomechanic", and his concept of blood circulation is considered to be a scientific classic. He applied 
mechanical theory of the heart, and its function as a pump. He identified the mechanical nature of the 
vascular system. Rene Descartes was philosopher who devised Cartesian coordinate system that facilitate 
the possibility of describing the movement in the space. Giovanni Borelli was physiologist, physicist,  
and mathematician. He was born in Naples in 1608, and his De Motu Animalium, was published in 1680. 
At this work he extended the rigorous analytical methods, developed by Galileo in the field of mechanics, 
to the biology. Borelli was credited with earliest descriptions of the distinct phases of the gait cycle and the 
muscle action during walking. (Al-Zahrani, 2008) He contributed to the modern principle of scientific 
investigation by continuing Galileo’s practice of testing hypotheses opposed to observation. He is called 
the father of biomechanics. The new instruments such as the mechanical calculator, compound 
microscopes, barometer, revolutionized physiology, and the focus on movement and motion persisted from 
17th to 18th century. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 4: Compound microscope by R. Hooke (1671-1700). 

2.5. Enlightenment 

After the scientific revolution, the new phase had a significant contribution to a development of natural 
science, and the association with three mathematicians. L. Euler was a Swiss mathematician, physicist, 
astronomer, geographer, logician, and engineer who founded the studies of graph theory and topology.  
He is also known for his work in mechanics, fluid dynamics, optics, astronomy, music theory, and 
developed mathematical theories describing the motion of vibrating bodies and buckling beams. 
D’Alembert stated “Newton’s third law of motion holds not only for fixed bodies but also for those free to 
move” that directly applies to the principles of kinetics of motion. J. L. Lagrange focused his work on 
analytical mechanics that expressed second Newton’s law in terms of kinetic and potential energy. The 18th 
century provided new approach to physiology that was based on the philosophy “forms follow function” 
advocated by M. F. Bichat. The discovery of electricity amplified the interest in muscle research and 
understanding of the nature of muscles. Baglivi differentiated between the structures and functions of 
smooth and striated muscle. D. Bernoulli developed a mechanical theory of muscular contraction, studied 
mechanics of breathing, and the mechanical work of the heart. Every field of science needed tools for 
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experiments or observation. Not everyone had possibility to use the microscope; that invention was dated 
to late 16th century, created by a modest Dutch eyeglass maker Z. Janssen. Janssen’s microscope (Chodos, 
2004) was nonetheless a seminal advance in scientific instrumentation. By the end of 18th century, the tools 
such as thermometer, refrigeration machine, weighing scale, compressor, lithography printing technique, 
and other sophisticated tools, modified for more holistic approach, thus more useful for studying human 
movements, and better understand the human body. J. J. Rousseau revived the idea of a complementary 
development of body and intellect. The invention of the steam engine by J. Watt started the industrial 
revolution, and the storming of the Bastille signaled the end of monopoly on sport and leisure by the upper 
class (Scaruffi, 2005). 

 

 

 

 

 

 

 

 

 

 
Fig. 5: Reaumur thermometer early version (left), improved version (right). 

2.6. Gait Century 

19th century continued with analysis of human gait. Science flourished with large number of educated 
scholars, interested to enrich the science by using they knowledge, and follow the research of human 
motion. The interest was supported by new equipment and tools that offer a new possibility to investigate 
the gait better than it was at 18th century, when their observation of the limb’s motion could not be quantify 
due to lack of measuring tools, which resulted in many questions but very little answers. As a writer, 
Honoré de Balzac was interested in the analysis of gait. He also wrote a treatise called “Théorie de la 
demarche”, in which he used his keen powers of observation to define the gait using a literary style.  
He observed that the gait is divided into phases and listed the factors that influence gait, such as personality, 
mood, height, weight, profession, and social class, and also provided a description of the correct way  
of walking. (Collado-Vázquez, 2015) At this time, scientists were oriented towards lower and upper limbs, 
and any visible and measurable parts. The first foundation stone, created from 17th to 19th century was laid 
for future science of the human motion. Except of the human motion, there was a desire to learn more about 
the movement, and how the motion is generated, and controlled by the muscles, and how the muscles work. 
The 19th century was full of inventions, and new theories. L. Pasteur stipulated that bacteria cause infection 
and disease, and the molecules of living organisms are asymmetric. English doctor J. Lister pioneers  

Fig. 6: Wilhelm Roentgen discovers the X-Ray. 

28



 

 6 

the sterile surgery, that become common practice after 1890. The first fitted splints to treat orthopaedic 
injuries were made by the DePuy Manufacturing Company in 1895, as the world’s first orthopaedics 
company. At the same time, it was W. Roentgen who discovered X-rays, that are invisible to the human 
eyes, and the X-ray machine was built within few weeks. D. Mendeleyev published his periodic table of 
elements, T. Edison invents the phonograph, E.-J. Marey’s design a chronophotograph, S. R. Cajal proved 
that the neuron is the elementary unit of nervous system, that processing tasks in the brain, Lumiere 
brothers invented cinema. Another important contribution based on very simple measurements was attained 
by brothers Willhelm and Eduard Weber, working in Leipzig. Their work on wave theory was published 
in 1825, and a treatise on the mechanics of walking in 1833. Both J. E. Marey in France, and E. Muybridge 
in America, made significant advances in measurement technology, by making rapid sequences  
of photographs of motion, and further developed O. Fischer in collaboration with W. Braune. Jules Amar 
developed a three-component force plate with a mechanical system compressing rubber bulbs  
and pneumatic transmission of the signals to evaluate the reaction force of the gait. His work is notable,  
as he was a rehabilitation specialist, driven by a clinical need (Baker, 2007).  

 

 

 

 

 

 

 

 
 
 

Fig. 7: Three-component force plate with a mechanical system and pneumatic transmission. 

3. 20th Century or Electronic Century? 

At the turn of the 19th to 20th century, major developments were made. Due to war at the start of the new 
century, there was a need to heal broken bones, and amputation of the legs, for which the surgeons needed 
blood, that forced the scientists and engineers to try to solve these problems. DePuy Johnson & Johnson 
came up with their invention to produce metallic splints to heal broken bones.  

 

 

 

 

 

 

 

 

 

 

 
Fig. 8: Metallic splints to heal broken bones. 

Australian scientist Karl Landsteiner discovered in 1901, four distinct blood types, due to unique antigen, 
present on the red blood cells’ surface. In 1907, was done the first successful blood transfusion by doctor 
R. Ottenberg, but this invention was not suitable for situations when the blood is stored for some time 
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outside of the body. A team headed by Verne Inman and Howard Eberhart made major advances in 
America shortly after the Second War, by developing force plates and understanding of kinetics. David 
Sutherland and Jacquelin Perry pioneered clinical applications in America, and Jurg Baumann  
in Europe. At time of the war, there was a need to keep good sterility for surgery, that was provided by use 
of the seamless glows for surgery and invented an “irrigation system” Carrel-Dakin. The deadly epidemic 
at 1919 call for solution, thus face masks were created. The first electron microscope, that was invented  
by German physicist E. Ruska and engineer M. Knoll in 1931, opened a new “science area”, and at 1938 
was sold first updated type of microscope, named "transmission electron microscope."(Shampo, 1997).  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 9: The first electron microscope. 

DNA’s structure was discovered in 1953 by J. Watson and F. Crick, which suggested a method  
of replicating genetic material. At year 1958 was founded a research study group in Switzerland AO 
(Arbeitsgemeinschaft fur Osteosynthesefragen), which aimed to further advance in the science of treating 
bone injuries, and later expanded their research to treatments for joint reconstruction, spinal orthopedic 
trauma, and craniomaxillofacial injuries. Further development was supported by new activities, and 
introductions by new graduate programs in medicine, biomechanics, and bioengineering at universities 
across the whole world. Human ingenuity, diligence, organizational skills, and new growing industrial 
technologies manifested themselves in many areas. Area that was previously unbeatable and become 
surmountable, are healthcare and medicine. Scientists working in the field of the medicine  
and physiotherapy, organized in 1971 a seminar at America, followed by the conference, at which they 
established a society for scientists and students from America, naming it “International Society  
of Biomechanics” (ISB), that was established in 1973. The European seminar (1974) followed the same 
path, and set “European Society of Biomechanics” (ESB) in 1976 at Brussels. The name “Biomechanics”, 
was accepted after the long years of questioning, if the word mechanics, that in Greek language means 
“motion”, is suitable. Thus, the name became the official one for a new science, which is conform to the 
research of human and animals’ motion, their limbs, cells behaviour, and human fluids, including the blood. 
Hay’s definition of Biomechanics from 1973 is related more to an engineering mechanics, and the second-
best definition from year 1974, formulated by H. Hatze, is a better version of the definition: "Biomechanics 
is the study of the structure and function of biological systems by means of the methods of mechanics.” 
(Hatze, 1974) The second half of the 20th century brought changes not only at the level of knowledge but 
as well in the growing interest of the young generation to learn more about the body and provides new 
opportunities for the jobs. Within a few years, biomechanics, that was considered to be a science of gait, 
started to diversify into branches of specialized biomechanics areas. 
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3.1. Motion Analysis 

This branch of biomechanics continues to analyze motion, using modern systems. The first modern motion 
laboratory was established at University of California, Berkeley. The first motion laboratory in Europe was 
the University of Giessen in 1607 as a Lutheran university. ETH Zurich founded their laboratory on 7th 
February 1854 by the Swiss Confederation, that was modernized on the turn of the century. Modern motion 
laboratory system records positions of all markers, attached to the skin of a tested subject, then are processed 
by a digital system to obtain trajectories. Presently, the basic capture system is normally settled from  

a minimum of six fast infrared cameras, reflective markers, the computer with VICON system code, and 
usually three force plates. Recorded data are provided in two forms, one is .CSV data suitable for Excel, 
and the other are in form .c3d, which is a special form used by biomechanics software Mokka and AnyBody. 
Another tool that can be synchronized with the basic system is an electromyography system (EMG), that 
has two forms. The clinical system of EMG records the muscle activity invasively via needle, while the 
laboratory system records the muscle signal from the surface (sEMG) via electrodes. These EMG’s record 
a potential (eV) value, which is recompute to the muscle force in Newton’s units. Improved motion capture 

Fig. 10: Subject with markers and attached sEMG device. 

Fig. 11: Simulation with AnyBody and VICON data. 
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technology has enabled more accurate tracking, hence better analysis of human or animal movements,  
and aids in understanding gait patterns, improving athletic performance, injury prevention, and 
rehabilitation strategies, which has grown into the wide range of uses that knowledge can achieve. Another 
step forward can be done with software AnyBody. The motion trajectory is recorded via VICON system, 
and muscular forces are computed using the inverse dynamics of muscle system applied on recorded data 
.c3d. The general skeleton of the human subject can be used for simulation of different activities, including 
the motion of a subject at work with a bicycle or any elements. 

3.2. Medical Implants and Prosthetics 

From the beginning of mankind, humans used dental implants to replace missing teeth. The first dental, 
stone implant, was prepared and placed at the mandible in the early Honduran culture around 800 AD (Ring, 
1985). The teeth problem was, is and will still be, thus even the implants will exist but more sophisticated 
due to the latest technology, and materials, same as the second implant in history line.  

Orthopaedics is a medical specialty that focuses on diagnosis, and treatment of problems related to the 
musculoskeletal system. Their orthopaedic implants were the second in a line of the implant’s history. 
Though the date at which an orthopaedic implant was first used cannot be ascertained with any certainty, 
the fixation of bone fracture using an iron wire was reported for the first time in a French manuscript  
in 1775 (Hernigou, 2016). The first techniques of operative fracture treatment were developed at the end  
of 18th and start of 19th century. Presently the surgeon can provide replacement of the big joint such  
as a hip, knee, fix a fracture, and many other supports that belong to the group of orthotics. Orthoses treat 
certain conditions of the body such as scoliosis, ankle instability, etc. The first evidence of the use of spinal 
orthoses in the form of a traction device, can be traced to Galen in 1889 (Moore). The prosthesis is a man-
made substitute for a missing body part. A 3 000-year-old mummy was recently discovered sporting  
a prosthetic big toe. The toe is one of the oldest examples, but from pirates’ peg legs to Tycho Brahe’s 

metal nose, replacement body parts have a long and inventive history (MacDonald, 2017). Since each 
person is an individual one, it is very difficult to precisely adjust the artificial prosthesis for a specific 
patient. Unfortunately, there are few specialists who can process prosthesis or prosthetics. Till now, we are 
talking about problems that mainly concern visible or tangible segments of the body. The turn of the 20th 
to 21th century is marked by a new cardiac implants. The heart is the most significant and vital organ, 
without it we could not live. In 1628 William Harvey proved that the heart works as a pump but full 
knowledge of its function was found at a later stage. It is one of the complicated organs that cannot  
be controlled by anyone nor the brain, as it is controlled by the SA node, which generates the electrical 
stimulus. If the heart is diseased, and the fibres of electrical conduction are damaged, then the heart beating 
becomes arrhythmia, and might lead in the stop of the heart. The solution of the mentioned pathological 
behaviour of the heart calls for implantation of the pacemaker device, containing a pulse generator with 
built a microcontroller, endocardial leads which have the dual capability of sensing and pacing,  
and a battery. Since 1812 the inventors were looking for solution how to create a totally artificial heart.  

Fig. 12: Prosthesis of upper arm. 
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It was in 1982, when the first permanent artificial heart was transplanted. The artificial valves were used 
from 1952 with a first valve created from the caged with the ball inside, in 1969 new version of tilting-disc 
valve, and 10 year later bi-leaflet valve. The pacemaker’s battery life is limited to 7–10 years for modern 
pacemakers; thus, the patient must undergo an operation to change the battery. Inventors came with  
a number of ideas, and one of it is harvest the energy from mechanical energy that will prolongs the life  
of the battery. A similar task came from the cardiac surgeon; to monitor the behaviour of the valve and 
observe if the valve doesn’t have any unwanted elements or moss.  

3.3. Sports Biomechanics 

Investigations into sports performance have expanded, involving detailed biomechanical analyses  
to optimize techniques, prevent injuries, and enhance athletic performance across various sports disciplines. 
Sport biomechanics is only one part of sport medicine, that works with other disciplines such physiology, 
psychology, and pathology phenomena. Active athletes have a 50 % chance to sustain an injury, from 
common are sprain, strain, fractures, dislocations, that must be treated medically. Each sport can have  
a different injury; thus the sports are split into three types: collision sports (rugby, American football, ice 
hockey), contact (basketball, baseball, soccer, water polo, etc.), and non-contact (archery, badminton, 

bowling, fencing, skiing, etc.). It is important to reduce the risk of injury, so prevention starts at physical 
condition, good nutrition, and attention to the selection, and fitting of gear and equipment. The physical 
aspects, the psychological and emotional aspects play a game in the performance. It is a common practice 
that each sport club has its own team made of professionals in different therapeutic careers that work closely 
together. Biomechanics specialists provide quantifying tasks, such as an evaluation of the selected muscles, 
and providing the muscular forces to a physiotherapist, and discuss the strategy how to improve the 
performance. Even though ballet is not a sport, it is a similar position for the ballerina, with a small diversion 

Fig. 13: Orthopaedic implants. 

Fig. 14: Injuries in rugby. 
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in term of questions and solutions. Ballerina must perform movements that create a smooth trajectory, and 
result of the analysis is qualitative evaluation.  

 

 

 

 

 

 

 

  

 

 
Fig. 15: Precision of the trajectory. 

3.4. Biomechanics in Ergonomics 

Using biomechanics in combination with physiology is a good start to avoid occupational disease. Since 
many workers must repeat an uncomfortable movement for 8 hours throughout the work week and many 
months, they risk suffering from pain. Continuation of this situation can lead to physical, biological,  
and chemical hazard. After long time of suffering with pain, they can reach cumulative trauma disorder, 
and variety of muscular conditions due to incorrect posture, overexertion, or muscle fatigue. These 
problems must be solved from many reasons; financial problem for the company because the worker is very 
often out of work, regulatory agencies, reduce of the salary, and other issues. It is necessary to adjust  
the environment for the workers according to their age, physical ability according to the type of work,  
and health status of worker.  

4. The scientific legacy  

To review the history of science, is opening a new desire to learn even more, and widen your horizon. 
Uncovering the date when the European Society of Biomechanics was founded seems to be just a few years 
ago. Considering the existence of some discovery from the time BC feels impossible, because it took  
so long to establish new science Biomechanics. Through history you learn more about different inventions, 
and it feels that their appetite to bring some new, to understand why things move. Present centuries seem 
to be packed with novelties, and our days look too be short. There is no time to stop and think about how 
to improve our planet, our country. At Greek age, Biomechanics was just motion of humans and living 
creatures. Therefore, mathematics was the priority science, and as time went on, the medics privileged 
biology, anatomy, and physiology. Presently, even the doctors study mathematics, physics, cooperate with 
engineers, and bringing new ideas how to improve their devices that can provide a service for doctors,  
as well for the patient, so doctor can monitor internal organ, which is impossible to monitor by the medics.  

5. Conclusions  

Two requests from cardiology, found my desk with very challenging work. Two different medics with two 
ideas that have a different purpose but fit into the cooperation, and solution for final task.  

Life is one big book of philosophy, but we often don’t have time to open it. Now we must open a book that 
will open a part of engineering philosophy. Closing this conclusion with a few quotes. 

“Science can amuse and fascinate us all, but it is engineering that changes the world.” 
Isaac Asimov, American writer, professor of biochemistry 
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“The aim of medicine is to prevent disease and prolong life; the ideal of medicine is to eliminate the 
need of a physician”. 

William J. Mayo, Founder of Mayo Clinic 

“What we usually consider as impossible are simply engineering problems… there’s no law of physics 
preventing them.” 

Michio Kaku, Theoretical Physicist 
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Abstract: Chemical surface treatment is one of the methods of finishing metals and their alloys. Chemical 
etching of surfaces is increasingly used for products manufactured using additive methods, also known as 3D 
printing. The article presents a method of finishing the surface of titanium alloy Ti6Al4V ELI elements produced 
traditionally using a bath in HF/HNO3 solutions. The influence of etching solutions on the surface quality  
and material loss was presented. As the etching time increased, the penetration of solutions into the surface 
increased, which resulted in an increase in the depth of the lowest profile recess (Rv parameter) relative to the 
height of the highest profile elevation (Rp parameter). The etching process affected the surface of the tested 
material, causing its hardness to decrease. The highest parameters of hardness decrease were obtained  
in a 3-minute etching process for B and C solutions. Extending etching to 15 minutes for individual solutions 
resulted in a varied effect, and in extreme cases, an increase in the surface hardness of the tested material.  
The obtained results showed a mass loss that was strictly dependent on time. 

Keywords:  Ti6Al4V titanium alloy, etching process, HNO3 acid solution, solution of HNO3 + HF acid 
mixture. 

1. Introduction 

Producing implants that replace skeletal defects, the medical industry requires high strength, plasticity  
and hardness of the material. An equally important aspect is the possibility of creating a porous implant 
structure, which constitutes a scaffold and allows for the reconstruction of natural tissue. The most popular 
material in this area is the titanium alloy Ti6Al4V, which is used due to its biocompatibility with human 
tissue, as well as its low weight and corrosion resistance (Dallago et al., 2018). The efficiency of tissue 
penetration into the biomaterial depends on the pore size. Produced biomaterials must perform their 
functions properly have macropores ranging from 50 to 500 μm (Jones et al., 2003). Surface modification 
methods are able to improve speed and quality osseointegration processes, which results in increased bone 
deposition and a shorter repair period (Rieger et al., 2015, Shokuhfar et al., 2014, Torres et al., 2015, 
Vasconsellos et al., 2017, Yavari et al., 2016 and Zuo et al., 2013). The main purpose of the treatments  
is to create a passive layer on the surface of the elements, constituting a protective layer against corrosion 
for the material. The passive layer includes: TiO, Ti2O3 and TiO2 (Baszkiewicz et al., 2006). As a result  
of chemical etching, porous TiO2 is formed on the surface of the titanium alloy. The pore size and thickness 
of the TiO2 layer depend on the concentration of the solutions and the duration of the process (Oishi et al., 
2022). Based on the polarization curves obtained in experimental studies (Sutter et al., 1990), solutions 
with different surface interaction characteristics were determined. Manipulating the amount of HF makes 
it possible to control the polishing speed and the degree of interference in the material geometry. 
Experimental studies have shown a significant loss of mass of the etching material as a function of time  
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for the solution proportions of 1.3 % HF and 9 % HNO3 (Bijlmer et al., 1970). After achieving  
the maximum weight loss, surface passivation occurs. 

The aim of this article is to present the results of preliminary research on the assessment of the influence  
of the etching process time and the type of etching solution on selected physical parameters of Ti6Al4V 
titanium alloy elements. 

2. Methods 

The tests used Ti6Al4V titanium alloy in the form of a drawn rod with a diameter of 12 mm in the annealed 
state, made in accordance with the AMS 4928 standard. The rod was cut and ground using intensive cooling 
on rollers approximately 3.5 mm high (base diameter 12 mm). Three samples were prepared for each test, 
and the shape of the samples is shown in Fig. 1. 

  
Fig. 1: Samples for the study of the influence of the etching process. 

The samples were then heat treated in a vacuum oven in temperature t = 800 °C, maintained for an 1 hour.  

The samples were chemically etched in acid solutions, the chemical composition of which was determined 
based on scientific publications (Bijlmer et al., 1970; Wysocki et al., 2016). To carry out the process, three 
chemical solutions with different amounts of components were prepared, as shown in Tab. 1. 

Mark Percentage of the substance in the etching solution Total solution volume 
HF [%] HNO3 [%] H2O [%] H2O [ml] 

A 2.0 20.0 78.0 500 

B 1.3 9.0 90.0 500 

C 1.0 5.0 95.0 500 

Tab. 1: Percentage and volume fraction of a substance in the etching solution. 

The sample etching process was carried out in three etching solutions for three adopted times, being 
multiples of the interval of 3 minutes: I - t = 3 minutes, II - t = 6 minutes, III - t = 15 minutes. The samples 
prepared in this way were tested before and after chemical polishing for: mass, surface roughness by 
profilometr MahrSurf XR20 and surface hardness by HV5 Vickers hardness tester.  

3.  Results 

3.1. Mass measurement 

Analysis of the test results for the mass of samples before and after the etching process indicates that the 
loss of material depends on the solution used and the duration of the process, as shown in Fig. 2. 

The highest mass loss Dm was observed for etching solution B, while the lowest value was obtained  
for solution A. During the first three minutes of the etching process, the mass loss was: 

- for solution A – Dm = 0.020 %, 

- for solution B – Dm = 0.034 %, 

- for solution C – Dm = 0.025 %.  

Further mass loss (in the time interval 3 min < t ≥ 6 min) occurred: 

- for solution A – Dm = 0.007 %, 
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- for solution B – Dm = 0.006 %, 

- for solution C – Dm = 0.006 %. 

Standard deviation results of 0.00043 g were obtained for the test performed. The presented results indicate 
that the intensity of interference of solution B was the highest compared to solutions A and C. The obtained 
results did not indicate the moment of stopping the mass loss in the etching process. 

 

 

Etching time min 

Fig. 2: Relationship Dm = f(t) for the accepted etching compounds. 

3.2. Roughness measurement 

The following parameters were considered when testing the surface roughness: average Ra, total Rz, 
smoothness Rp, recess Rv. Analysis of the results presented in Tab. 2 indicates that for most samples there 
was an increase in surface roughness after the chemical etching process. Only in the case of the Ra 
parameter for solution A and the etching time did it not give a linear change result. Therefore, the results 
obtained for this parameter were further examined. 

Roughness 
parameter 

Duration of the etching 
process t [min] 

Relative difference dR [%] 
Solution A Solution B Solution C 

Ra 
3 
6 

15 

20.2 
-10.3 
8.0 

5.4 
5.2 

36.7 

4.2 
17.8 
32.5 

Tab. 2: Relative differences in the roughness values of the sample surface before  
and after the etching process. 

For solutions B and C, the value of the Ra parameter increased with the increase of the etching time. In the 
case of solution A, the value of the Ra parameter was variable, initially it increased by 20.2 % after  
3 minutes of etching, then decreased by 30.5 % after 6 minutes, to increase again by approximately 20 % 
after 15 minutes of etching process. 

Changes in the value of the relative difference dR of sample roughness were in the range: 

- Ra – -10.3 % ≤ dR ≥ 36.7 %, 

- Rz – 93.9 % ≤ dR ≥ 228.7 %, 

- Rp – 43.0 % ≤ dR ≥ 221.9 %, 

- Rv – 209.3 % ≤ dR ≥ 1 056.8 %.  

3.3. Hardness measurement 

The analysis of the results presented in Tab. 3 shows that for the duration t = 15 minutes, an increase was 
achieved for all solutions used. The highest relative difference value was obtained for solution C.  

M
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solution B 

solution C 
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Etching time t = 6 minutes, a decrease in the hardness of the material was observed. The highest value was 
obtained for solution C. 

In the case of t = 3 minutes, the relative difference values for solutions B and C have similar values 
indicating a decrease in the material hardness value after the etching process. Etching the material with 
solution A resulted in an increase in hardness. 

The largest changes in material hardness as a function of the process duration were observed for solution 
C, while the smallest changes were observed for solution A. The etching process in solution B, after  
an initial drop in hardness, resulted in its return to oscillating initial values after 15 minutes of etching. 

Duration of the etching 
process t [min] 

Relative difference dH [%] 
Solution A Solution B Solution C 

3 0.1 ± 0.1 -6.1 ± 0.4 -6.2 ± 0.3 
6 -1.4 ± 0.2 -0.9 ± 0.2 -2.3 ± 0.4 

15 0.3 ± 0.2 0.5 ± 0.2 2.2 ± 0.1 

Tab. 3: Relative differences in the hardness of the sample surface before  
and after the etching process. 

4. Conclusions  

Tests of Ti6Al4V titanium alloy samples before and after the etching process according to the presented 
experimental plan showed that: 

a) the largest material loss was obtained for solution B, 

b) the intensity of material loss decreases with the process implementation time for solutions A and C, 

c) selection of the roughness parameter used to describe the surface geometry, influences  
the assessment of process implementation, 

d) the etching process increases the surface roughness for each solution used, 

e) in the initial phase after 3 minutes of etching, the hardness of the material decreases and increases 
with its duration for solutions B and C. 

The obtained results are the basis for continuing material tests of the etched material, also in the form  
of samples produced using the 3D additive method. 
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Abstract: Deploying Unmanned Aerial Vehicles (UAVs) into routine operation requires accurate hyperlocal 
data. The requirements are set with a significant difference compared to the meteorological information  
and forecasts that have been sufficient until now. Several challenges need to be solved for the safe operation 
of UAVs. One of the most significant weaknesses of current meteorological information is turbulence and its 
detection. This article is focused on the low-altitudes turbulence detection using multicopters and their estimate 
processed by eddy dissipation rate. A low-cost low-weight method has been identified and will be tested on the 
field. Eventually, a first attempt to define a minimum safety distance from buildings for the UAVs, depending 
on building size and wind speed, is investigated via numerical simulations. 

 Turbulence, Eddy dissipation rate, UAV, sonic anemometer, low altitudes. 

1. Introduction 

Unmanned Aircraft System (UAS) operations in civilian airspace are growing rapidly, and many analyses 
and forecasts (Ahmed et al., 2022) predict that trend will continue rapidly over the next decade  
as regulations are adjusted to allow for greater access to airspace. It is essential that the system maintains  
a high level of safety and security during its growth so that the potential of UAS (performed by UAVs – 
Unmanned Aerial Vehicles, also named drones) can be fully realized (Alarcón et al., 2020, Shakhatreh et 
al., 2019). UAVs are quite sensitive to wind gusts and turbulence; hence, unexpected wind changes  
and turbulences are a major complication. The unique characteristics of UAS require current aviation 
meteorological information to be improved and provide drone users with the necessary real-time 
information to ensure a high safety level.  

The review of meteorological information gap for unmanned (low-altitudes) operations in middle Europe 
was the first part of this dissertation research. In the first phase, a detailed summary of all previous research 
focused on hyperlocal meteorological information gap for low altitudes was conducted. Subsequently, 
extensive survey analysis (Voice of the Customer) was performed, that identified gaps between existing 
aviation information and data requirements from drone operators and their users. Both, results of the survey 
of existing research works and own Voice of the Customer survey (VOC), identified gaps in information 
services for future drone operations as critical to achieving safe drone operations in Very Low Level (VLL) 
airspace. This analysis outlined a potential topic for research, namely, how to fill this lack of information 
regarding low-altitude turbulence, which is addressed in the second phase of research in 2024. Most 
respondents of the VOC questionnaire observe frequent “unexpected” turbulence during flights around 
buildings/bridges/pillars. While conducting a survey of meteorological information and service providers, 
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it was found that information about turbulence is a missing meteorological parameter that no one provides 
for hyperlocal conditions at low altitudes. The topic of turbulence detection at low altitudes using high-
quality anemometers has been addressed by several previous studies (Shelekhov et al., 2022, Luce et al., 
2019). This paper is focused on the detection of turbulence at low altitudes with low-cost sensor (the limit 
for this research is 150 m Above Ground Level). 

In the aviation in general, information about the occurrence of turbulence is shared based on two sources. 
The first form of information is Pilot reports (PIREP), which are routine pilot observation reports. This type 
of reporting is highly imprecise due to time and positional inaccuracy, pilot subjectivity and aircraft 
dependency. Due to the inaccuracy of PIREP reports, the detection and prediction of turbulence  
for commercial aircraft is currently based on the use of In-Situ data, from which it is possible to estimate 
3 turbulence indicators: Vertical acceleration, Derived Equivalent Vertical Gust Velocity (Derived 
Equivalent Vertical Gust - DEVG) and Eddy Dissipation Rate (EDR). The International Civil Aviation 
Organization (ICAO) has designated EDR as the preferred and standard metric for turbulence reporting 
(ICAO, 2001). However, the current version of the EDR algorithm created by National Center  
for Atmospheric Research (NCAR), is not applicable for multicopters. The list of required parameters 
contains parameters (e.g., Angle of attack) that cannot be measured on a multicopter. Consequently,  
the first aim of this article (and, in general, of the dissertation) is the operational identification of an EDR 
measurement system that is easily and feasibly applicable to multicopters. This must be a low-cost and light 
solution for turbulence detection, mountable on a wide range of multicopters to provide In-situ data.  
The inspiration is the current deployment of the NCAR algorithm across the world fleet of commercial 
aircraft and their mutual information sharing. It should be emphasized that the sought solution must be 
inexpensive. The second aim is a first attempt to define minimum safety limits from buildings depending 
on building size and wind speed; in fact, UAVs often fly in the Urban Boundary Layer (UBL), where  
the buildings strongly modify the wind patterns, causing recirculation zones and turbulent wakes which  
can be dangerous for the UAV flight. 

In Chapt. 2., the authors describe 4 important information of the research: the first is the calculation formula; 
the second is the selection of the measurement sensor; the third is devoted to numerical simulations  
and their importance, especially in determining the minimum safety limits from buildings depending on the 
size of the building and wind speed; the last part describes the prepared demonstration mission, which  
will be carried out in the spring of 2024. The conclusion summarizes the findings so far and explains  
the next stages of research with a clearly defined goal. 

2. Methods 

2.1. EDR Calculation possibilities 

The eddy dissipation rate (EDR) is the cube root of the dissipation rate of turbulent kinetic energy (TKE) 
ε, and hence has units of m2/3 s–1. Summarizing, the most relevant velocity processing methods  
for ε evaluation (Guichao et al., 2022) are: Fluctuating velocity gradients; Smagorinsky closure method; 
Dimensional analysis; Structure function; Energy spectrum; and Forced balance of the TKE equation. After 
thorough analysis of previous research activities and taking into an account the specifics of the multicopter, 
the “Inertial Dissipation Method Using Structure Function” alternative (Kim et al., 2021) was selected  
as the EDR formula. The anemometers generate a sequence of wind velocities at a set position. To apply 
the mathematical turbulence models established in the spatial dimension, it becomes essential to utilize 
Taylor’s frozen hypothesis, which links the connection between the physical variables in the spatial domain 
and those in the time domain. As per Kolmogorov's turbulence hypothesis (Kolmogorov, 1991), the EDR 
adheres to a particular spatial separation pattern within the Inertial Range (IR) for isotropic turbulence. 
Following Taylor's frozen hypothesis, EDR is then formulated in relation to temporal separation (τ) and 
structure function (SF), as: 

 𝐸𝐷𝑅 =  ቀ
1

𝑈
ቁ

1/3


𝐷𝑈(𝜏)𝜏−2/3

𝐶𝐾
൨

1/2
  (1) 

where the overbar notation is the arithmetic average within the IR, U is the mean velocity, and CK is 
Kolmogorov constant (CK = 0.52) and DU (τ) is the SF.  

In previous studies (using anemometer with sample rate of 10 Hz), the range of τ was set between 0.1 s and 
2.0 s and time window around 120 s to calculate SF. Considering the limits of our low-cost concept (sample 
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rate of 1 Hz), the range of τ is set between 1.0 s & 2.0 s and the time window is extended. 

2.2. Sensor selection  

Summarizing all previous research activities (e.g. Palomaki et al., 2017 and Adkins, 2019), it seems that 
use of ultrasonic anemometer is an ideal solution for drone-based wind measurement. The main 
disadvantage of this measurement technique is price that has a range from 1 500 € to 20 000 €. This price 
range is associated with high-quality anemometers (sample rate of 10 Hz and more). Considering our 
primary goal, which is to provide a low-cost solution that can be implemented by a wide range of users, 
high-quality anemometers are not an alternative for use in this research.  

A very important and key step was to summarize the specifications of the ultrasonic devices used and the 
accuracy that was achieved. This information was used as the basic specifications in the search for an 
ultrasonic anemometer within affordable sensors. One of the main selection criteria was the purchase price, 
which must not be higher than 300 €. Another parameter is the weight of the sensor, because with 
quadcopter platforms the user is limited by a maximum payload of 0.5 kg. And the third important factor 
is to find a sensor that does not need an external power-battery, data logger, etc. and everything will be 
integrated within the sensor. After a thorough analysis of the market, the model “Ultrasonic Portable Mini” 
from the manufacturer CALYPSO instruments was selected. This is a wireless, Bluetooth (BLE) and 
battery-powered, pocket-sized ultrasonic anemometer with sample rate of 1 Hz. Weight of the sensor is  
78 g and the purchase price is within the set budget. Sonic anemometers will be integrated in the number 
of two pieces, one in the horizontal direction and the other in the vertical direction, in order to obtain a 3D 
wind characteristic. 

2.3. Numerical simulations 

In the first phase, two different numerical simulation models are processed. One is the AdMaS campus, 
where a demonstration mission will take place in the spring of 2024 (see Sect. 2.4.) and the results of the 
numerical simulation will be compared with directly measured In-Situ data using a multicopter (Fig. 1).  
All numerical simulations were processed using ENVI-met software (license provided by the University  
of Cagliari).  

           

   Fig. 1: Numerical simulation “AdMaS Campus”.         Fig. 2: Numerical simulation “Single building”. 

Second set of processed numerical simulations are simple scenarios with stand-alone buildings  
with different heights and under different meteorological conditions. In this set of simulations, the focus is 
on eddies around buildings and especially on their size. The result of this analysis will be the dependence 
between 3 key factors, which are the size of the building, the speed of the prevailing wind and the size  
of the turbulent eddy around the building. Fig. 2 shows an example output of a numerical simulation with  
a “cube” building size of 10 x 10 x 10 m and a wind speed of 6 m/s. The numerical simulations consist  
of multiple scenarios with different building heights up to 30 m and wind speeds up to 10 m/s. 

2.4. Demonstration Mission 

Key test flights, which are considered the most important phase of this research, are planned for spring 
2024, (i.e. April – May). This demonstration mission will be performed in Brno, in the AdMaS area (near 
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building H). The unmanned aerial vehicle will be a multicopter, specifically a quadcopter (probably a DJI 
Phantom 3 Advanced) with an integrated two Calypso sonic anemometers. Test days will be chosen based 
on weather forecasts. The most important meteorological parameter is wind speed, and the ideal conditions 
for detecting turbulent eddies are at least 5 m/s and higher. 

3.  Conclusions  

As part of the research, all the weaknesses that need to be overcome to ensure safe UAV operation from 
the meteorological point of view have been summarized in previous work. Among all the challenges,  
the main problem was selected with focus on turbulence estimation. The solution is inspired by classic 
manned aviation, ICAO standard and NCAR algorithm. Since UAVs have significant differences in the 
concept of the vehicle, maximum payload, different sensor equipment and measured in-situ data, a major 
modification of EDR algorithm for UAV use is required. The main criterion and goal of this research is not 
to have the most accurate data possible using a sophisticated sensor, but applicability in a wide spectrum. 
As part of the research, all possibilities of the EDR formula for estimating turbulence were summarized 
and the final selection is presented in Sect. 2.1. For the given calculation, it is necessary to have real-time 
data, which unfortunately the basic DJI platform does not contain, and that is why the integration of an 
additional sensor is essential. Based on a detailed and comprehensive survey of the market, the final 
selection was processed with regard to maximum payload, purchase price, power supply and data storage. 
Selected product is model “Ultrasonic Portable Mini” manufactured by Calypso with a sample rate of 1 Hz. 
Two pieces of the given sensor will be integrated to ensure 3D wind characteristics. The demonstration 
mission will be carried out in the spring of 2024 in the premises of the AdMaS center. For this 
demonstration mission, numerical simulations have been processed using the ENVI-met software, and the 
results will be compared with directly measured UAV data. Another set of numerical simulations is a 
domain with single building, where it is monitored the dependence between the height of the building (up 
to 30 m high), the wind speed (up to 10 m/s) and the size of the vortex behind the building. Based on the 
dependence between these 3 parameters, minimum safety limits from buildings will be determined.  
The results of numerical simulations as well as test flights will be published in the summer of 2024. 
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Abstract: A new concept of drive-by identification is examined applying the analogy with a Two Degree Of 
Freedom (DOF) system where the bridge is considered the ground-supported spring-mass and the moving 
spring-mass the second DOF. The response of the moving spring-mass is simulated on a bridge model using 
different road profiles and compared to parameters of the corresponding two DOF system. The focus is the 
spectral shift that can be observed on the moving spring-mass during its passage along the bridge and could 
possibly be applied for drive-by identification. The accuracy mainly depends on the relation of the moving 
spring-mass to the bridge mass and the relation between the natural frequency of the spring-mass and those 
of the bridge. The simulations showed that road profile can significantly reduce the accuracy of identified 
results, which imposes limits on practical applications. 

Keywords:  Drive-by identification, structural health monitoring, finite element analysis, road 
roughness, two DOF system. 

1. Introduction 

Drive-by Identification has been studied since the closed-form solution for a sprung mass on a beam was 
published (Yang, 2004). A recent review of the achievements in the field of Vehicle Scanning Method 
(VSM), formerly called “drive-by identification”, can be read in (Wang et al., 2022). However, the theory 
formulated by (Yang, 2004 and 2021) only applies when the vehicle mass is negligible compared to the 
bridge mass. In this case the effect on the spring-mass will also hardly have any measurable effects on the 
bridge vibrations. When the moving spring-mass is insignificant it is reduced to a kind of moving transducer 
that measures vibrations induced by other phenomena, which may not always provide credible results 
because the loading can change over time.  

This article considers the case where the moving vehicle mass with a spring-mass is significant. It should 
be noted here that an ideal moving spring-mass is nearly impossible to achieve under practical 
circumstances; a sprung mass cannot roll directly on a roadway or rail because it has to be pulled by another 
vehicle or have its own drive. Therefore, the effect of the moving mass has to be considered along with the 
effect of the moving spring-mass. The moving mass continuously changes the natural frequencies of the 
mechanical system (bridge + moving body) as a function of its position. Moreover, the moving spring-mass 
also causes a spectral shift of the natural frequencies—similar to the one that occurs when two single DOF 
systems are coupled together, as in the case of a tuned spring damper (Ormondroyd, 1928). The main 
advantage of this approach is that the moving spring-mass parameters are known, thus “only” the 2nd 
DOF—a bridge DOF parameters—need be identified from the response. 

To estimate the chances that the above-mentioned spectral shift could be used for bridge frequency 
estimation on a vehicle driving along the bridge, a simulation case study was performed. The response  
of a moving vehicle consisting of a mass and spring-mass when driving across a bridge model was analyzed 
using different road profiles (RP). The shifted spectral peaks of the spring-mass were extracted from the 
response and compared to theoretical values of the corresponding two DOF system. Because the vehicle 
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mass causes a continuous change in bridge parameters, only the response from driving over a middle section 
of the bridge model was used in order to keep the parameter changes as small as possible.  

2. Assumptions & objectives 

Free vibrations of a bridge can be described using modal decomposition. The modes of the bridge (or beam 
in this article, see Fig. 1) are continuously altered by a passing spring mass with dashpot due to dynamic 
coupling effect. Within short sequences, the frequencies of the system “bridge & spring mass” can be 
averaged and considered constant. The inaccuracy caused by averaging is known and can be considered  
as a system uncertainty. Statement: mostly influenced is the bridge mode closest to the natural frequency 
of the passing spring mass. The article examines if the frequency of this mode and the spring mass frequency 
could be measured on the passing spring mass and applied for the identification of bridge natural 
frequencies using the analogy with a two-DOF system. 

3. Simulations 

Simulations were computed for a laboratory bridge model consisting of a 4 m long simply supported beam 
made from Jäckel steel U-210x50x4 with a first natural frequency of 7 Hz and the mass of 33.3 kg (see  
Fig. 1). The simulations of the passage of a spring mass across the beam were carried out using the method 
described in (Bayer, 2023). The four parameter sets given in Tab. 1 were considered here with the vehicle 
speed limited to 0.1 m/s for clarity of presented results. 

 
Fig. 1: Considered mechanical system. 

 

m1 fn(SM) fn(B) m1/m2 fn´(SM) fn´(B) Δ(SM) Δ(B) 

[kg] [Hz] [Hz] [%] [Hz] [Hz] [%] [%] 

0.245 6.72 6.77 1.48 6.36 7.15 -5.38 5.68 

0.620 6.72 6.77 3.76 6.14 7.40 -8.59 9.40 

0.245 9.50 6.77 1.48 9.63 6.68 1.37 -1.35 

0.620 9.50 6.77 3.76 9.81 6.55 3.30 -3.20 

Tab. 1: Decisive parameters of a two DOF system applied in the simulations (m1 moving spring mass 
(SM), m2 bridge(B) modal mass, fn natural frequency, fn´ natural frequency of the coupled system,  

∆ frequency shift due to the coupling of the two DOFs). 

The following major limiting conditions were expected:   

-  The parameters of the bridge-vehicle mechanical system change according to the position of the 
vehicle. E.g., if a 10 s-long middle-section vibration sequence is needed for evaluation in the 
considered case, the fact has to be taken into account that due to the moving mass the bridge natural 
frequency changes during this short sequence by about 0.5 % at the considered speed of 0.1 m/s. 
Increased speed means a longer driving sequence and thus a greater frequency change. 

-  The spectral shift depends on the mass relation and the frequency distance of the two idealized DOFs. 
The effect is illustrated in Fig. 2. It follows that a measurable shift presumes a mass relation of at 
least 0.1 %. 

-  Road roughness has an influence on the measured data and will be examined further below. 

- The reduction of the multi DOF system to two DOFs: The natural frequency of the moving spring-
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mass has to be much closer to the traced (measured) bridge natural frequency than other bridge 
frequencies. Therefore, the most reliable case is when the frequency of the moving spring is lower 
than the first bridge frequency. 

The RP was simulated according to the ISO standard 8608 applying appropriate model scales. 

It was realized that the effect of the road roughness exceeds decisively the dynamic effect of the moving 
mass & spring-mass. However, the question is whether ISO 8608 is applicable to the low speeds that are 
preferable for the considered drive-by method. This can be confirmed only by experiments. 

  
Fig. 2: Effect of the mass and frequency relation of a two DOF system on frequency shift. 

The simulations of a moving spring-mass on a bridge showed that one of the peaks corresponding to a two 
DOF system may be missing in the response. In simulations with a RP, both of the peaks are usually 
recognizable. Another effect of a coarse RP is that the spectra of measured vibrations are split into many 
small irregular peaks that make the identification of the particular frequency peak quite difficult.  

In order to assess how precise the identification of the peaks corresponding to spring-mass frequency  
and bridge frequency can be, 25 passage simulations for each parameter set were calculated considering 
RPs of classes “A” and “C”. 

m1 fn(SM) fn(B) fn,est´(SM) fn,est´(B) fn,est´(SM) fn,est´(B) Max. 

[kg] [Hz] [Hz] [Hz] [Hz] Err [%] Err [%] Err [%] 

0.245 6.72 6.77 6.39 7.19 0.456 0.55 2.22 

0.620 6.72 6.77 6.22 7.46 1.32 0.81 2.65 

0.245 9.50 6.77 9.61 6.75 -0.228 1.06 3.34 

0.620 9.50 6.77 9.80 6.69 -0.143 2.08 2.84 

Tab. 2: Identified peaks fn,est from 25 simulations with RP class “C”( Err error, other symbols see Tab. 1). 

4. Identification 

A single-degree-of-freedom PSD response was fitted to the simulated (instead of measured) responses  
at manually pointed peaks using the “fmincon” optimization procedure in MATLAB. The fit result depends 
on the number of frequency lines considered, and suitable starting values are also essential for a good curve 
fit. In the case where the frequency peak is split into more peaks due to the road profile, the optimization 
result may envelop a number of peaks together or choose one of the peaks as dominant. The results 
presented in Tab. 2 for the RP of class “C” were achieved by choosing three frequency lines to the left  
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and right from a subjectively assumed center of a peak using a frequency resolution of 0.1 Hz. The results  
for the class “A” are only better by 0.3 % on average than for those presented in Tab. 2 for RP “C”. 

Knowing the two peaks in the vehicle response, the bridge frequency can be estimated using the theoretical 
model of the two DOF undamped system, which leads to Eqs. (1) and (2)  

 𝑚ଶ =
ఒభ(భାమ)ିభమ

భఒమିభఒ
, (1) 

 ω
ଶ =

భమఒభ
మିఒభభభିఒభభమ

(ఒభమభିభమ)
, (2) 

where m1 and k1 are the known mass and stiffness of the moving spring mass, respectively, λ is the power 
of the peak circular frequency, m2 and k2 are the modal mass and stiffness of the bridge, respectively,  
and ω0 is the natural bridge frequency. 

A part of this estimation is identification of the bridge modal mass (m2) which is quite sensitive  
to measurement error of the frequency peaks. An accurate estimate of the bridge modal mass from  
a theoretical model can increase the reliability of the bridge frequency estimation, or it can make it possible 
to estimate the bridge frequency from only the frequency shift of the vehicle, which is quite an appealing 
idea. 

5.  Conclusions 

A new approach for drive-by identification was suggested and examined using simulations. The differences 
for rough road profile “C” in Tab. 2 together with the influence lines in Fig. 2 can help to define a relevant 
vehicle mass and vehicle frequency to be used in future applications of the method. 

In spite of the fact that the method seems to require quite large vehicle masses or a small distance between 
the traced and vehicle frequencies, it might be suitable for e.g., approximate 1st bridge frequency estimation. 
In the case of frequent passages of the testing vehicle across a bridge, for example within the framework  
of public transport, there may be potential for more precise monitoring of bridge frequencies. Reducing the 
driving velocity to a minimum can also help to overcome the negative influence of road profile. 
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B-SPLINE BASED DENSITY ESTIMATION OF FATIGUE FAILURES  
IN SLM 18NI300 STEEL  

Blacha Ł.* 

Abstract: The lack of probability-fatigue data is still a problem limiting the fatigue optimization of additively 
manufactured metallic materials. Modelling the probability density of fatigue life random variable is essential 
to predict the durability of structures. In the paper an experimental data for additively manufactured 18Ni300 
maraging steel are studied fitting them to a proposed B-spline model. Parameters of the B-spline basis 
functions were obtained through a nonparametric density estimation technique. Obtained probability density 
functions were compared with maximum likelihood estimated Weibull density functions. 

Keywords:  MS1 steel, fatigue failure probability, B-spline bases. 

1. Introduction 

Nowadays, reduction of energy consumption becomes the main engineering issue. The availability  
of additive manufacturing techniques have greatly increased the potential for mass design (directly 
connected with the reduction of energy consumption), overcoming the traditional constraints  
of manufacturing. Within the field of additive manufacturing, Selective Laser Melting (abbrev. SLM, 
alternatively: DMLS, direct metal laser sintering) becomes one of the most popular processes. In this 
powder-bed fusion process the desired shape is generated by a high-intensity laser which melts and fuses 
the metallic powder layer-by-layer. These features have made topology optimization (referred to as fatigue 
constraints) practical and providing another field of application for fatigue analysis. Topology optimization 
is an advanced methodology used to generate geometry configurations that are difficult to obtain using 
conventional processes. Due to the reduced material volume, the optimized geometry should be verified 
through analysis of the impact of the resulting modified stress tensor components on fatigue reliability.  
The prediction of fatigue reliability is inseparably linked to analysis of changes in density of fatigue lives 
at different load levels.  

Density of a continuous random variable is a function able to provide a probability that the value of this 
variable would be equal any sample from the set of possible values. Estimation of probability density 
function (abbrev. PDF) is being practically applied not only in fatigue life estimation of solids but also in, 
e.g. reliability analysis. In case of the fatigue phenomena it is reasoned by the fact that fatigue damage 
process is stochastic in nature (e.g. Sobczyk and Spencer, 2012). The mathematical model behind it is  
a two-state stochastic process, described by the fatigue life random variable - preferably Weibull distributed 
in logarithmic space (Blacha and Karolczuk, 2016; Zhao and Liu, 2014; Schijve, 1993). Commonly,  
the tendency and scatter at the high-cycle fatigue regime are being described by the P-s-n (probability-
stress-life) model, which means that scatter (as well as the sample space) is changing and depends on the 
stress level. It is the reason why the PDF will be shaped differently between each stress level and why 
probabilistic definition of the s-n field is crucial to ensure a reliable fatigue design of components,  
in particular for life prediction or failure hazard. 

The approaches to density estimation could be divided into parametric and nonparametric. Parametric 
estimation requires a priori assumption regarding the probability distribution which results in PDF smooth 
along the entire sample space; an example of a parametric estimation technique is Maximum Likelihoo- 
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Estimation (abbrev. MLE). In state of the art in fatigue reliability it can be found as the technique most 
frequently applied, often combined with the generalized extreme value distribution family of which  
the Weibull distribution is a part (the type III distribution) (Fernández Canteli et al., 2022). Nonparametric 
estimation makes minimal assumptions about the underlying distribution but specifically, the resulting PDF 
could easily become peaked or over-smoothed because the estimation result greatly depends on the number 
of sample points and span between them.  

In the paper an alternative technique is proposed for nonparametric estimation of a smooth PDF for fatigue 
failure of additively manufactured 18Ni300 steel, combining kernel density estimation and B-spline 
interpolation bases. The proposed approach allows to define the PDF with relation only to the mean fatigue 
life and its scatter on the analyzed stress level. 

2. Methodology 

The paper investigates the possibility of nonparametric density estimation of fatigue failures in 18Ni300 
maraging steel using a B-spline interpolation algorithm. In the first step, a MLE algorithm was used  
to estimate additional PDFs of a log fatigue-life random variable Nl (where Nl = lg (N) and N is a random 
number of load cycles to failure). The obtained results were then used to analyze and validate the B-spline 
PDF's estimated in the next step. The analysis involved fatigue lives corresponding to four stress levels  
in high-cycle fatigue loading. Entire investigation was based on the results of fatigue tests performed under 
controlled uniaxial constant-amplitude tension-compression loading, described further in this paper.  

2.1. Fatigue tests 

The fatigue tests were performed using specimens fabricated by selective laser melting (SLM)  
on an EOSINT M280 machine at Opole University of Technology, composition of the supplied powder  
can be found in Tab. 1. The specimens' geometry was designed according to the ASTM guidelines  
(ASTM E 466-15) and can be seen in Fig. 1. 

Element Fe Ni Co Mo Ti Al Cr 

Min 
  

17.00 8.50 4.50 0.60 0.05 - 

Max 19.00 9.50 5.20 0.80 0.15 0.50 

Element Cu C Mn Si P S  

Max 0.50 0.03 0.10 0.10 0.01 0.01  

Tab. 1: Chemical composition of powder used in manufacturing process (wt. %) (EOS, 2022). 

 
Fig. 1:  Geometry of tested specimens. 

The specimens were manufactured with a powder-layer thickness of 0.04 mm and 285/138/60 W laser 
powers for stripe/contour/edge scanning, respectively. During the process, new layers were added in the 
vertical direction with oxygen concentration in the process gas atmosphere less than 0.25 %. Finished 
specimens were cut by electrical band saw and heat-treated using a Nabertherm N41/H industrial furnace: 
maintained at 490 oC for 4 hours and cooled for 48 hours. At the end, surfaces were bead-blasted in order 
to obtain a smooth finish (glass beads with diameters ∈ <90, 150> μm).  
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The manufactured specimens were submitted to constant-amplitude uniaxial fully reversed fatigue loading. 
20 specimens were tested at each of the σa stress amplitudes: 1 200, 1 000 and 800 MPa and 19 specimens 
were tested at σa = 520 MPa. The processed data required to reproduce the findings can be found in data 
repository (Blacha, 2023). 

2.2. Maximum Likelihood Estimation 

The test results were used to estimate the parameters of fatigue life distributions in a maximum likelihood 
estimation approach. PDF of the estimated distributions can be used to formulate and validate  
the assumptions underlying the proposed B-spline approach.  

Maximum likelihood estimation (MLE) is a parametric technique based on an algorithm which evaluates 
the joint probability density at the observed data sample. The evaluation process determines the local 
maximum of the likelihood function L, parameterized by a multivariate parameter θ. Here, the likelihood 
function was represented by the Weibull PDF, assuming the random variable is Weibull distributed, 
𝑁~𝑊(𝛼, 𝛽), where: 𝑁 = lg (𝑁)). In such case, the maximum likelihood estimate 𝜃 is a vector whose 
entries are the values of α and β that make the observed data most probable. Estimates of both distribution 
parameters, α and β (shape and scale parameter, respectively) can be seen in Tab. 2.  

Stress 
amplitude 
σa, MPa 

Shape 
parameter 

𝜶ෝ 

Scale 
parameter 

𝜷 

1 200 45.606 3.355 

1 000 53.047 3.761 

800 59.985 4.215 

520 41.868 4.937 

Tab. 2: MLE-estimated parameters of Weibull distribution. 

2.3. B-spline based density estimation 

B-spline interpolation algorithm allows to derive smooth curves and surfaces on the basis of a sequence  
of limited data which values are known as control points. The curve is fitted in an iterative process with 
regards to these points and the basis functions Nip, being a function of specific points called knots u, 
𝑢 = {𝑢, 𝑢ଵ, … , 𝑢} (𝑢ିଵ < 𝑢): 

 𝑁,(𝑢) =  ൜
1 𝑖𝑓 𝑢 ≤ 𝑢 ≤ 𝑢ାଵ

0 𝑒𝑙𝑠𝑒
, (1) 

when p > 0: 

 𝑁,(𝑢) =
௨ି௨

௨శି௨
𝑁,ିଵ(𝑢) +

௨శశభି௨

௨శశభି௨శభ
𝑁ାଵ,ିଵ(𝑢)  (2) 

(where i is the ordinal and p denotes degree of the basis function). 

Here it is assumed that PDF of a log-fatigue life can be modeled by a certain basis function with 
appropriately defined knots. In general, the more knots are defined, the higher degree is assumed and the 
shape of such function becomes more sigmoidal. Special care must be taken when defining the knot 
locations, especially the first and the last one (u0 and um, respectively), as it has a major impact on the shape 
of this function. The undertaken simulations allowed to formulate the knot vector  
𝑈 = [𝑢 𝑢ଵ 𝑢ଶ 𝑢ଷ 𝑢ସ 𝑢ହ 𝑢] capable of estimating shape of the PDF for a continuous random variable Nl 
distributed on each of the tested stress levels. The following knot sequence was assumed and validated: 

 𝑢ଵ = 𝑛ഥ − 2𝑠𝑡𝑑, 𝑢ଶ = 𝑛ഥ + 𝑠𝑡𝑑, 𝑢ଷ = 𝑢ଶ + ∆𝑢,   . . ., 𝑢 = 𝑢ଶ + 4∆𝑢  (3) 

It should be mentioned that 𝑈 = [𝑢 … 𝑢] knot vector results in 6th degree of the applied basis function, 
i.e. N0,6. In the underlying assumption a nonparametric approach for PDF estimation can be used to locate 
the first and the last knot as well as the ∆𝑢 interval. Application of kernel density estimation combined with 
sigmoidal kernel and Silverman's optimum estimate of the smoothing coefficient has provided a reasonable 
location of the boundary knots. The resulting basis function should be rescaled assuming u = nl: 
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 𝑓(𝑛) =
ேబ,ల(௨)

∫ ேబ,ల(௨) ௗ௨
ಮ

బ

 (4) 

In this way, PDF of a log-fatigue life random variable can be obtained at a given load level, in nonparametric 
approach and on the basis of the mean value and standard deviation. 

3. Results and conclusions 

Densities obtained at the tested load levels according to the above approaches were compared and illustrated 
in Fig. 2. 

 
Fig. 2: Comparison between the PDFs estimated according to the proposed B-spline approach and MLE. 

In view of Fig. 2 it can be seen that the proposed approach is capable of reflecting the trend in scatter 
growing along with mean fatigue life. Obtained density functions mostly reflect the derived Weibull 
densities, biggest discrepancy occurred at the load level where a slight movement outside the trend of stress-
life relationship was observed (Blacha, 2023). 

The results obtained for SLM-manufactured 18Ni300 steel evidenced the possibility of application of B-
spline basis functions to an iterative, nonparametric estimation process of a smooth PDF. The findings can 
help in estimating a continuous fatigue failure probability distribution in high-cycle fatigue range, at the 
specified load level without the additional analysis of different load levels. 
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CGA-BASED SNAKE ROBOT CONTROL MODEL

Byrtus R.∗

Abstract: The snake robot is a nonholonomic mechanism composed of links equipped with passive wheels, con-
nected by actuated joints whose motion mimics the locomotion of biological snakes. Control models intended
for small-time local controllability are usually obtained by means of differential geometry, or, more recently,
geometric algebra. Geometric algebras, also known as Clifford algebras, are an algebraic structure useful for
modelling geometric objects and their transformations. We present an approach utilising the two-dimensional
Conformal Geometric Algebra in order to derive the differential kinematics of the mechanism. A control model
for small-time local controllability is created based on obtained differential kinematics, which is then used in
visualization.

Keywords: Geometric algebra, differential kinematics, snake robot, control model, nonholonomic
mechanism.

1. Introduction

Let R3,1 be a vector space of dimension 4, with the orthogonal basis {e1, e2, e+, e−} and an inner product
such that e21 = e22 = e2+ = 1 and e2− = −1. Define a new orthogonal basis {e1, e2, e0, e∞} with
e∞ = e− − e+ and e0 = 1

2(e− + e+). The 2D Conformal Geometric Algebra (CGA) is the Clifford
algebra G3,1, also denoted as Cl3,1, with the basis {e1, e2, e0, e∞} along with the embedding Q of a point
[x, y] ∈ R2 given by

Q : R2 3 [x, y] 7→ xe1 + ye2 +
1

2
(x2 + y2)e∞ + e0. (1)

Denote the product on G3,1 as ◦ : G3,1 ×G3,1 → G3,1 (later on, we will omit ◦ for brevity). An important
property that defines the structure of the algebra is that for any vector a ∈ R3,1, its geometric product
coincides with its inner product: a ◦ a = a · a. An element of G3,1 is called a multivector. G3,1 along
with multivector addition and scalar multiplication has the structure of a vector space. The operation ◦ is
associative and distributive. It is not the only product we can define in G3,1, in fact, for vectors a, b ∈ R3,1,
it holds that

a ◦ b = a · b+ a ∧ b, (2)

where · is the inner product defined earlier and ∧ is the outer product. The inner and outer products can be
extended to an arbitrary multivector (note that the eq. (2) does not hold in general for any two multivectors).
The linear combination of geometric products of k linearly independent basis vectors is called a k-vector;
for example, e1 ◦ e2 is a 2-vector (also called a bivector).

The advantage of utilising this algebraic structure lies in its connection to geometry, as the name implies.
It can be shown that using the inner and outer products, we are able to express geometric entities from the
embedded space (in this case R2) as the null-spaces of embedded points w.r.t. the respective product used.
For the outer product, we have the so-called Geometric Outer Product Null Space (GOPNS) and for the
inner product, the Geometric Inner Product Null Space (GIPNS); usually, the G is omited, however it must
be noted that in some literature, a distinction between IPNS and GIPNS (or OPNS and GOPNS) is made.

∗ Ing. Roman Byrtus: Institute of Mathematics, Brno University of Technology, Technická 2896; 616 69, Brno; CZ,
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The geometric objects from R2 representable in CGA relevant to the scope of this paper are the embedded
point Ai = Q(xe1 + ye2), the point pair Pi = A ∧ B given by the outer product of two embedded points
A,B and the line L = A ∧B ∧ e∞ given by the wedge of points A,B and the null vector e∞. In addition
to geometric objects, there are elements of CGA that also represent transformations acting on these objects.
In particular, let us introduce the translator T and the rotor R. The translator T represents translation in
the direction of a vector t = xe1 + ye2 and in exponential notation can be written as

T = e−
1

2
te∞ . (3)

Similarly, the rotor R representing rotation around an axis L (given by a unit bivector, for example, the axis
representing rotation around the origin in R2 is given by e12) by an angle α is expressed in exponential
notation as

R = e−
1

2
αL. (4)

The transformations are applied to a multivector using the sandwich product. For example, for a rotation
around the origin of the line L by angle α, the rotated line Lrot is given by Lrot = RLR̃, where R̃ = e

1

2
αL

is the reverse of R.

2. 2D Snake Robot Model

The snake robot consists of a series of links of length 2l, connected by actuated joints, in our case revolute
joints. Denote the configuration space of the mechanism as the manifold Q ⊂ (R2 × (S1)3) with point
q = [x, y, θ, φ1, φ2] representing a configuration of the mechanism at the time t, see Fig. 1. We thus track
the coordinates of a head point (x, y), a global angle of orientation θ and relative rotation angles between
links φ1, φ2. The centre of every link is given by the point pi = (xi, yi), where passive wheels are attached.

x

Fig. 1: A configuration of the mechanism.

The derivation of the control model is similar to the description given in Hrdina et al. (2016), but with the
generalised transformations, we are able to model different mechanisms. The initial configuration of the
i–th link of the mechanism is represented by point pairs P 0

i = Ai ∧ Ai+1, where Ai are the edges of the
links, see Fig. 2. We represent a general transformation M defined by bivector L = L(q(t)) (depending
state q at time t) as

M = e−
1

2
L(q(t)),

and thus the reverse of M is M̃ = e
1

2
L(q(t)).

A general configuration is then represented as a sequence of transformations applied to the initial configu-
ration. Then the configuration of the i–th link at time t is given by

Pi =

1∏
j=k

MjP
0
i

k∏
j=1

M̃j = Tx,y

1∏
j=i

RjP
0
i

i∏
j=1

(R̃j)T̃x,y, , (5)

where Mj is the j–th transformation, Tx,y is the translator from the origin to the head point and R1 is the
rotor representing the rotation w.r.t. global coordinate axes θ and the rotors R2, R3 represent the relative
rotations φ1, φ2.
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Fig. 2: A three-link snake robot represented in CGA.

To obtain the differential kinematics, we need to express the velocities of the state variables defining the
mechanism’s configuration, that is ẋ, ẏ, θ̇, φ̇1 and φ̇2. The constraint imposed on snake robots is the non-slip
nonholonomic constraint, which limits the velocity of the i–th link to the direction defined by the point pair
Pi. In terms of CGA, we can express this constraint as

ṗi ∧ Pi ∧ e∞ = 0 (6)

where ṗi is the velocity of the i–th point pair’s centre pi. In fact, this condition expresses the geometric
fact that the velocity ṗi coincides with the line Pi ∧ e∞ passing through the point pair Pi. The centre pi is
obtained by the decomposition

pi = Pie∞P̃i. (7)

Taking the derivative w.r.t. time of eq. (7), we get

ṗi = ∂t(Pie∞P̃i) = Ṗie∞P̃i + Pie∞
˙̃Pi. (8)

Assuming the state of Pi is represented by k transformations, expressing Ṗi we arrive to

Ṗi = ∂t(

1∏
j=k

MjP
0
i

k∏
j=1

M̃j). (9)

The derivative of the general transformation M is then given by

∂tM = −1

2
(∂tL(q(t)))e

− 1

2
L(q(t)) = −1

2
L̇(q(t))M (10)

and thus the derivative of the reverse is ∂tM̃ = 1
2 L̇M̃ . By chain rule

L̇ = ∂tL(q(t)) =

n∑
i=1

(∂qiL)q̇i. (11)

Denoting ∂tM = Ṁ and expanding eq. (9), we get

Ṗi = ∂t(

1∏
j=k

MjP
0
i

k∏
j=1

M̃j) =

k∑
j=1

[Pi · L̇j ], (12)

utilising Lemma 1 from Hrdina and Vašı́k (2015) in the last step, with [Pi · L̇j ] = Pi · Lj − Lj · Pi being
the commutator w.r.t. the inner product. Substituting eq. (12) into eq. (8) we can write ṗi in the form of

ṗi =

k∑
j=1

[pi · L̇j ]. (13)

Finally, substituting Eq. (5) and Eq. (13) into the nonholonomic condition Eq. (6), we arrive to a set of three
differential equations with multivector coefficients:(

θ̇ − 2ẋ sin (θ) + 2ẏ cos (θ)
)
I = 0,(

φ̇1 + 2θ̇ cos (φ1) + θ̇ − 2ẋ sin (φ1 + θ) + 2ẏ cos (φ1 + θ)
)
I = 0,(

2φ̇1 cos (φ2) + φ̇1 + φ̇2 + 2θ̇ cos (φ2) + 2θ̇ cos (φ1 + φ2) + θ̇−

−2ẋ sin (φ1 + φ2 + θ) + 2ẏ cos (φ1 + φ2 + θ)) I = 0,

(14)
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where I = e1e2e0e∞ is the pseudoscalar. Since I is nonzero, it holds that the coefficient of the pseu-
doscalar must be zero, and thus we have arrived to the dynamical system describing the differential kine-
matics of the 3–link robotic snake. We have obtained only three equations, meaning two more equations will
have to be added in order to define the control system for the mechanism. Denote u1 = u1(t), u2 = u2(t) as
the control inputs. Then by adding two equations φ̇1 = u1, φ̇2 = u2, the forward kinematics are obtained.
Note that the forward kinematics would be obtained by adding the equations ẋ = u1, ẏ = u2 instead. The
final control system can be represented in vector form as

q̇ = X1u1 +X2u2, (15)

where X1, X2 are control vector fields obtained by expressing ẋ, ẏ, θ̇ from eq. (14) along with the added
control inputs u1, u2. Setting an initial configuration q0 as q0 = [0, 0, 0,−π

3 ,
π
3 ] and the controls as

u1(t) = u2(t) = 1, the resulting motion can be seen in Fig. 3.

Fig. 3: The movement from the initial state in blue q0 into the final state qf in red.

3. Conclusion

The application of geometric algebra in tasks involving geometry leads to a much more intuitive descrip-
tion of the underlying problems. Another advantage of using geometric algebra is that models are easily
extended into higher dimensions - for example, in order to obtain the 3D planar locomotion model, it would
be enough to add an extra dimension representing the z-axis, which leads to the 3D CGA. The extra di-
mension would appear in the relevant places (representation of the configuration, transformations having an
extra dimension, etc.), but the formulas remain the same.
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Abstract: This article focuses on a lesser-known alternative of structural shape optimization, based  
on morphing the mesh elements using the Biological Growth Method (BGM) and its implementation using the 
Ansys Mechanical program and newly developed software – M3Opti. The aim of these activities is to improve 
the properties of a structurally complex parts or assemblies, which requires an advanced materials models 
and contact or geometrical nonlinearities. The part I of the two-part paper presents the theoretical background 
and describes implementation in Ansys Mechanical. 

 Structural optimization, shape optimization, Ansys Mechanical, Biological Growth 
Method, FE mesh morphing.  

1. Introduction 

Nowadays a variety of optimization algorithms based on different principles are currently employed  
for structural optimization. Probably the most well-known is Topology Optimization (TO), which adjusts 
material distribution in given design space. However, TO is just a one group from wider structural 
optimization family. The second group is sizing optimization, and the third one is Shape Optimization 
(Bendsoe, 2004). Sizing optimization is based on modifying existing parametrized geometry via change  
of parameters. On the other hand, Shape Optimization is based on morphing existing geometry which does 
not have to be parametrized. From this point of view Shape Optimization is suitable for complex geometries 
which cannot be easily parametrized. 

As for topology and sizing optimization, also for shape optimization there are several different specific 
algorithms. Proposed algorithms can be divided based on their principle into three categories (Hsu, 1994): 

 Sequential Programming, 

 Direct Search, 

 Biological Growth. 

Every proposed algorithm needs to determine structural performance of optimized problem to perform 
optimization steps. This is mainly achieved utilizing FEM and this step is common for all categories. 
Optimization procedures differ for different optimization algorithms, but they are regularly utilizing FEA 
to gain structural response.  

Among all methods Biological growth Method (BGM) (Arutyunyan, 1988; Azegami, 1990; Mattheck, 
1990; Mattheck, 1990; Porziani, 2020) has strong advantage because it does not require any mathematical 
programming techniques as Sequential Programming or Direct Search which often requires gradient 
calculation (Hsu, 1994). The term “Biological Growth Method” is quite broad and could refer to various 
processes or techniques used in biology for the growth, cultivation, or manipulation of biological 
organisms. In the context of structural optimization, biological principles can be applied to reduce stress  
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or other adverse properties in the surfaces of a structure, like the way bones or plants grow. In the more 
stressed regions of structures material swells simulating the growth mechanism of living organisms. 

The reminder of part I presents implementation of Shape optimization utilizing BGM method in stand-
alone software utilizing Ansys Mechanical. The principles and methods used in algorithm are described  
in Chapt. 2. Implementation is discussed in Chapt. 3. Application of this method is demonstrated  
and discussed in part II (Čada, 2024). 

2. Methods 

2.1. Mesh morphing 

The principle of applying shape optimization with FEA isn't overly complicated. The main idea is based  
on mesh morphing as a mechanism for geometry change (Fig. 1), which is the simplest and fastest way  
to alter the shape of structurally complex parts. 

It's necessary to determine the amount of shape change depending on the observed parameter (e.g. stress) 
which serves as objective function. Then, the change in shape of the structure can be achieved using mesh 
morphing. However, this method comes with limitations regarding the extent of shape change while 
preserving mesh topology. Each new mesh must meet quality criteria for elements and the adequacy  
of element density in a given area. If the criteria for mesh suitability are exceeded, remeshing (changing 
mesh topology) to a more suitable one is necessary. The direction of adding/removing material (movement 
direction of mesh nodes) is most suitable perpendicular to the surface of the structure. 

 
Fig. 1: Morphing example. 

2.2. Application to structures 

From the perspective of application to constructions, it's essential for the engineer to define areas of interest 
which will be modified. It's not always appropriate or possible to modify all regions of the structure together 
(Fig. 2). Furthermore, the engineer must define an objective function, meaning the result quantity such  
as von Mises stress, plastic strain, number of fatigue cycles, etc. and whether it needs to be minimized  
or maximized, as well as whether the dependency is linear, exponential, logarithmic, etc. 

The threshold for determining whether material will be added or removed is often challenging to determine. 
From performed tests it has been found that the most suitable choose is based on a quantile of current values 
in the region of interest. Default threshold is calculated for each new design as 50 % quantile of nodal 
results which gives ratio how much material is added or removed, and this corresponds to moving distance 
of nodes (Fig. 3). 
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Fig. 2: Region of interest, morphing. 

 
Fig. 3: Material adding or cutting. 

The chosen result (quantity) as the source of values for calculating the objective function in the region  
of interest may not always be a continuous and smooth function, which can lead to undesirable shapes  
of the structure (Fig. 4). Therefore, it was deemed appropriate to perform additional smoothing.  
This approach to morphing has proven to be significantly more stable. 

 

Fig. 4: Smoothing during morphing. 

2.3. Iteration process, growth step size 

In order to increase the stability of optimization calculations, various sizes of morphing steps (maximum 
node displacement) and the number of iterations were tested. The dependence on mesh size, morphing step, 
and the progression of improvement in the monitored variable within the chosen region were tracked.  
It was found that choosing a step size roughly ten percent of the size of adjacent elements typically resulted 
in decent stability in calculations, and the number of iterations to reach the optimum could be in the order 
of units (see Chapt. 3). 

3. Ansys Mechanical implementation (M3Opti)  

Software Ansys provides a several possibilities how to automate or customize calculation processes.  
The basic idea of customization is based on providing API of Ansys Mechanical (Ansys Help 
Documentation) which provides its object structure a can be used for controlling software 
programmatically. 
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Approach with standalone application has been chosen for implementing BGM algorithm for shape 
optimization. Main advantages of using stand-alone application over direct integration inside Ansys 
Mechanical are: 

 application is alive while Mechanical is busy (not-responding), 

 application can run on another computer than solver (Mechanical), 

 postprocessing of optimization can be done without Mechanical. 

Created application, which we named M3Opti (Mechanical Mesh Morph Optimization) controls Ansys 
Mechanical and uses its functionality for structural simulations and mesh morphing. It is a simple 
environment with GUI that allows users to set up a few necessary inputs and to display tables and charts 
during optimization. To achieve this, we have opted our own approach of port communication between 
Ansys Mechanical and M3Opti (ACT – Ansys Customization Toolkit). 

Another approach which is possible for creating such an application is to use the newest technology  
for scripting and customization – PyAnsys (PyAnsys). This technology could be very useful for this purpose 
because it has embedded server-client communication and allows to communicate with Mechanical API 
directly from a standalone Python whit much less effort and programming experience required than  
in proposed solution. 
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Abstract: This article focuses on a lesser-known alternative of structural shape optimization, based  
on morphing the mesh elements using the Biological Growth Method (BGM) and its implementation using  
the Ansys Mechanical program and newly developed software – M3Opti. The aim of these activities is to 
improve the properties of a structurally complex parts or assemblies, which requires an advanced materials 
models and contact or geometrical nonlinearities. The part II of the two-part paper presents the usage  
of developed software – M3Opti demonstrated on examples. Real-world applications are discussed. 

Keywords:  Structural optimization, shape optimization, Ansys Mechanical, Biological Growth 
Method, FE mesh morphing. 

1. Introduction 

Presented work is the second part of the two-part paper dealing with structural optimization utilizing Shape 
optimization with Biological growth method. In the part I (Čada, 2024) the theoretical background  
and numerical implementation using Ansys Mechanical have been discussed. In the part II the usage  
of developed software M3Opti (ACT – Ansys Customization Toolkit) is demonstrated on examples  
and real-world applications of this tool are discussed. 

The reminder of part II presents application of M3Opti for shape optimization of human bone (Sect. 2.1.) 
and valve housing (Sect. 2.2.). Real world usage and examples are discussed in Sect. 2.3. Suitability  
of proposed method and developed software are concluded in Chapt. 3. 

2. Examples of shape optimization 

2.1. Human bone 

The first example we would like to demonstrate is optimization of human bone (Fig. 1). A model of tibia 
with isotropic linear-elastic material model has been used. Combined stress state has been assumed 
combining compression and bending. Region of interest, free zone and fixed zone of mesh are shown  
in Fig. 2. Objective function has been chosen as minimizing maximal principal stress in region of interest. 

During the optimization maximal principal stress has been decreasing monotonically (see Fig. 3). After  
9 iterations its value dropped from 4.5 MPa to 3.7 MPa which is almost an 18 % difference. Final geometry 
and corresponding stress distribution is shown in Fig. 3. 

2.2. Valve housing 

In the second example geometry of valve housing has been optimized. This concerns a thermo-structural 
analysis of a housing body, where the dominant loading is a thermal shock (transient thermal behaviour 
after heating by inner water). Bilinear isotropic elasto-plastic material model with isotropic hardening has 
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been used and the monitored variable has been accumulated plastic strain from three thermal cycles. 
Geometry with region of interest, fixed and free region are shown in Fig. 4. 

 
Fig. 1: Optimization of human bone – region of interest, free zone, fixed zone setup. 

 
Fig. 2: Optimization of human bone – optimized shape. 
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Fig. 3: Optimization of seal with using thermo-structural analysis – setup. 

Result of optimization shown monotonical decrease of monitored variable – accumulated plastic strain. 
After 6 iterations accumulated plastic strain decreased from 0.010 to 0.0053 which is drop by almost 50 % 
(see Fig. 5). It is also clearly visible how was the region with maximal accumulated plastic strain becoming 
smaller during the iterations. 

 
Fig. 4: Optimization of seal with using thermo-structural analysis – results. 

Fig. 5 shows trajectory of nodes in part of the region of interest with highest accumulated plastic strain. 
Lines with dots corresponds by colour to the legend of accumulated plastic strain. As can be seen,  
a relatively small change in the outer surface of the seal housing led to a significant reduction in the 
maximum value of accumulated plastic strain. 
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Fig. 5: Optimization of seal with using thermo-structural analysis – trajectories of nodes. 

2.3. General examples, discussion 

Two basic examples, mainly for demonstration purposes, has in introduced. However, authors see potential 
in more complicate models which some of the have already proved its usability in cooperation  
with commercial companies. The main advantage of developed software M3Opti implementing BGM 
method is its capability of using arbitrary model including all types of nonlinearities. Optimization can be 
based on any observable parameter which also gives opportunity to use M3Opti for various types  
of numerical simulation. 

Here are some examples of proposed/tested analyses which are suitable for optimization: 

 decreasing stress/strain in nonlinear static structural (material, contact and geometrical 
nonlinearities), 

 decreasing stress/strain in nonlinear dynamic structural (transient, harmonic, spectral), 

 decreasing heat flux in thermal analyses, 

 increasing fatigue cycles in thermo-structural analysis including plastic material model 
(Chaboche). Real case tested in cooperation with Garrett Motion. 

3. Conclusions  

The paper demonstrates that Shape Optimization using the BGM is a very interesting method for subtly 
altering the shape of a structure by adding material in the most stressed areas, which can locally improve, 
properties of the entire structure. Observed variable used for optimization can be any output parameter such 
as stress, plastic strain, or fatigue life. Proposed solution has been implemented into computational software 
– M3Opti that uses functionality of Ansys Mechanical and allows users to easily set-up and optimize their 
numerical model. 

The usage of this method for improving the mechanical properties of structures is mainly beneficial  
for structurally complex parts, which would be very difficult to parameterize at the CAD model level  
and can contain any type of nonlinearity. This goes hand in hand with the fact that for these structures, 
minor changes in shape are commonly tolerated both from an aesthetic and manufacturing process 
perspective. 

Usage of M3Opti has been presented on two demonstration examples. Both shown significant increase  
in observed variable in relatively small number of iterations and with relatively small morphing of geometry 
which demonstrates usability of created software with BGM algorithm. 
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Abstract: W-WING is aeroelastic demonstrator representing a half-wing with the nacelle, engine, and 
propeller. It was adapted from the former aeroelastic model of a commuter aircraft. The demonstrator is used 
for the experimental research of whirl flutter aeroelastic phenomenon. Two experimental campaigns were 
accomplished in the frame of the previous project. Currently, the demonstrator is intended for further 
experiments in the frame of the OFELIA project. For this purpose, the modification of the demonstrator design 
and other upgrades were proposed. Submitted paper describes the preparatory activities including the 
demonstrator design, instrumentation, and aerodynamic and structural analyses. Gained experimental results 
will be subsequently utilized for verification of the analytical models and computational tools that will be used 
for development of the new power plant system, characterized as an open-fan concept, utilized for a new 
generation short-medium range turboprop aircraft. 

Keywords:  Flutter, whirl flutter, W-WING, OFELIA project. 

1. Introduction 

Whirl flutter is a specific type of aeroelastic flutter instability, discovered by Taylor and Browne (1938), 
which may appear on turboprop aircraft due to the effect of rotating parts, such as a propeller or a gas 
turbine engine rotor. The complicated physical principle of whirl flutter requires experimental validation 
of the analytically results obtained, especially due to the unreliable analytical solution of the propeller 
aerodynamic forces. Further, structural damping is a key parameter, to which whirl flutter is extremely 
sensitive and which needs to be validated. Therefore, aeroelastic models are used. A comprehensive 
description of whirl flutter experimental research is provided by Čečrdle (2023). VZLU's previous 
experimental activities included aeroelastic wind tunnel testing in the frame of the Czech aircraft structures 
certification. Aeroelastic models, that were formerly used for certification purposes, are currently often 
rebuilt, and utilized as research demonstrators for research of novel concepts, systems, methods, etc.  
The developed research demonstrator represents the half-wing and engine with a powered rotating propeller 
of a typical commuter turboprop aircraft structure.  

2. W-WING whirl flutter aeroelastic demonstrator 

Whirl flutter aeroelastic demonstrator (W-WING) was adapted from a half-wing with a span of 2.56 m with 
the engine of a former aeroelastic model of the commuter aircraft for 40 passengers. The total mass of the 
model is approximately 55 kg. The demonstrator was used for whirl flutter wind tunnel measurements  
in the frame of the previous project. Currently, the demonstrator is intended for further experiments in the 
frame of the OFELIA project. Based on the experience from the past activities, design modifications  
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and further upgrades of the demonstrator were proposed. The main change is the installation of the new 
motor with the sufficient power. Also, additional sensors and equipment are installed. In addition,  
the system of steady and unsteady flow field measurement was proposed for the dynamic response 

measurements. The baseline (i.e., unmodified) variant 
of the demonstrator is shown in Fig. 1. The wing  
and aileron stiffness is modeled by a duralumin spar  
of variable cross-section. The inertia characteristics 
are modeled by lead weights. The aileron is actuated 
by the electromagnetic shaker placed at the wing root 
via a push-pull rod.  

The nacelle model has two DOFs (engine pitch  
and yaw). The stiffness parameters are modeled by 
means of cross-spring pivots. The leaf springs are 
changeable, and the stiffness parameters can be 
adjusted independently by replacing the spring leaves. 
Both pivots are independently movable in the direction 
of the propeller axis to adjust the pivot points of both 
vibration modes. The inertia of the engine is modeled 

by the replaceable and movable weight. The gyroscopic effect of the rotating mass is simulated by the mass 
of the propeller blades. Currently, two sets of blades made of duralumin and steel are available. 

3. Propeller aerodynamic force analysis and motor selection 

The most important modification is the installation of the new motor. The formerly used motor was selected 
assuming the propeller operation near the zero-thrust condition. Therefore, the required power was 
relatively low. Obviously, the operational slot for a specific blade angle of attack was limited in terms  
of the airflow velocity range. However, during the past tests, this range was found as too narrow and such 
an operation was found as ineffective. To avoid this practice, demonstrator was equipped with the new 
power plant system with the sufficient power to operate without limitations (as much as possible) in terms 
of the airflow velocities and propeller revolutions. New power plant enables to provide the test with real 
thrusted propeller using the fixed rpm thrusted mode of the propeller rotation. Using this approach,  
the evaluation of the thrust influence on the whirl flutter stability is applicable, contrary to the usage of the 
windmilling propeller as was typical practice in the past. 

In order to predict the necessary power of the motor and operational margins of the propeller in terms  
of the revolutions and airflow velocities, the 
analytical study of the propeller aerodynamic 
forces was performed. The analyses were 
aimed at determining the areas of the 
propeller operation modes, i.e., thrust, 
reversal, zero-thrust and generator.  
The analyses were based on the CFD solver 
of the full NS equations for a viscous 
compressible flow based on the finite volume 
method. The rotating domain of 1/5 cylinder 
with the periodic condition was used. 
Solution included fully parallelized K- SST 
turbulence model with variable CFL. The 
example of results representing the required 
power vs. advance ratio is shown in Fig. 2.  

Based on the results of analyses, and on further limitations (mass, dimensions, etc.), the selection of the 
appropriate motor has been done. The expected available operational power is 10–11 kW. This selection 
was the technical compromise with respect to obtain the maximal power and to keep the acceptable mass 
and dimensions.  

 

 
Fig. 1: W-WING baseline (unmodified) state. 

Fig. 2: Propeller power vs. advance ratio state. 
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4. New Demonstrator Nacelle Design 

The nacelle underwent an extensive 
redesign, particularly in the front part, 
while preserving the external contour 
of the fairing. The connection 
between the motor and the propeller 
was redesigned, and the motor was 
replaced by the more powerful, water-
cooled, and larger one. Space was 
allocated for a load cell between the 
new motor console and the rest of the 
structure. A new thrust metering load 
cell was designed for this allocated 
space and the required range.  
The solution of the sliding weight 
compensating for the displacements 
of cross springs was reworked.  
The root part of the nacelle was 
reinforced. Fig. 3 shows the design 
model of the new nacelle with the 
description of the main parts while 
Fig. 4 shows the covered nacelle.  

5. Strength Checks 

The appropriate strength checks of the newly designed structure using FEM were performed. Calculations 
included: 

1) Propeller blade attachment and propeller (shaft) strength check with respect to the propeller 
aerodynamic forces and centrifugal 
forces. Calculations included front and 
rear part of the propeller boss and the 
propeller blade mounting. 

2) Propeller blade modal analysis. The 
purpose was to evidence the “rigidity” 
of the blade. 

3) Thrust measurement cell analysis. 
Analyses included several load cases. 

4) Stress analyses of cross-spring pivots 
and other parts of the assembly. Applied 
load included aerodynamic load 
generated by the propeller and the 
weight load. Analyses included all 
variants of cross-spring pivots (pitch 
and yaw). Static deformation of the assembly is compensated by means of special wedge-shaped 
washers placed under the leaves of the pitch spring attachment. Each set of leaves has the specific set  
of washers. This compensation eliminates static deformation theoretically to zero, in practice, some 
small deformation remains. 

6. Demonstrator instrumentation 

Propeller is powered by the motor with servo amplifier to manage and evaluate propeller revolutions, 
torque, and immediate power. In addition, independent (optical) rpm sensor is installed. Finally, balance 
cell for measurement of the propeller thrust is installed. 

Demonstrator is equipped with the system of aerodynamic excitation by aileron flapping deflection. Various 
excitation signals (harmonic, sweep, impulse) are available. Aileron is actuated via push-pull rod using an 

 
Fig. 3: Uncovered nacelle: (1) Wing mounting,  

(2) Yaw attachment, (3) Pitch attachment, (4) Motor,  
(5) Propeller, (6) Movable weight,  

(7) Thrust measurement cell. 

Fig. 4: Covered nacelle. 
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electromagnetic shaker (and amplifier) placed behind the splitter plate. Push-pull rod is instrumented  
by the deflection sensor for evaluation of aileron angular deflection and as safety guard to prevent damage 
of shaker and rod. 

Mechanical instrumentation includes strain gauges in the root and half-span sections to measure the vertical 
bending, in-plane bending, and torsional deformations. Demonstrator is also equipped with 18 uniaxial 
accelerometers. Wing is instrumented at six spanwise sections and two positions chordwise for the vertical 
direction and at a single position in the wingtip for the in-plane (longitudinal) direction. Nacelle is 
instrumented in two sections (front and rear) for both vertical and horizontal directions and at the front 
section also for the longitudinal direction. 

The data acquisition and processing are provided using in-house LabVIEW-based application.  
The application is also used to control the propeller rotation (constant or controlled rate ramp) and to 
manage the aerodynamic excitation by the aileron flapping (harmonic constant, harmonic sweep, impulse). 
The same application is also used for the calibration of sensors. Finally, the application provides a safeguard 
preventing the destruction of the demonstrator, provided the response at the critical points exceeds  
the preselected threshold, by turning off the propeller motor, the wind tunnel fan and, provided used, turning 
off the aerodynamic excitation by the aileron. The data acquired by the program consist of "slow" data  
(at a sampling frequency of 2 Hz), which include propeller revolutions and airflow velocity, and real-time 
data from the strain-gauges and selected accelerometers (2 000 Hz sampling frequency) depicted in the 
time domain as well as pre-processed into the form of the power spectral densities. The program also 
provides the immediate power and propeller revolutions signal from which the torque of the propeller  
is evaluated. Apart from the described application, the LMS TestLab system is used. The system acquires 
the continuous signals from all accelerometers and the airflow velocity signal. The amplitude evolution  
of the frequency components corresponding to the engine whirl motion are monitored in real-time. The data 
are then used for the assessment of the demonstrator vibration response using the methods of FFT  
and OMA.  

Independently of the described measurement systems, the aerodynamic flow field measurement is provided. 
It gives pressure and velocity data on several points of the flow field. Acquisition will be done one location 
at a time. Sensors include Aeroprobe, L-shaped five-hole fast response 1kHz and Wire probe for CTA 
Dantec Streamline anemometer. The grid of measurement points for the steady aero measurement includes 
15 points while the grid of measurement points for the unsteady aero measurement includes 17 points  
in total in four quadrants. 

7. Conclusion and Outlook 

The paper describes the mechanical concept and preparatory activities related to the aeroelastic 
demonstrator for experimental investigation into whirl flutter phenomenon. The demonstrator’s concept 
allows adjusting of all main parameters influencing whirl flutter. A broad testing campaign in the VZLU 
3 m-diameter wind tunnel is planned. The test schedule includes dynamic response and whirl flutter stability 
mechanical measurements and aerodynamic flow field measurements. The experimental results will be 
subsequently utilized for verification of the analytical models and computational tools (Dugeai et al., 2011) 
that will be used for development of the new power plant system, characterized as an open-fan concept, 
utilized for a new generation short-medium range turboprop aircraft. 
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THERMAL MANAGEMENT FOR MISSION CRITICAL  
AIRCRAFT EQUIPMENT 

Červenka M.*, Koštial R.** 

Abstract: The operation of modern electronics under extremely low thermal conditions (below -50 °C) 
encounters a multitude of difficulties. The age of chip shortage limited available selection of state-of-the-art 
electronic components to only a fraction of previous offer. Automotive industry has gobbled most of the yet 
available stock while the aerospace-grade components are not available at all. In this paper we evaluate 
application of positive temperature coefficient heating strips as a means to keep the under-specified electronic 
devices in reasonable operational range while minimizing impact on the electronics design process.  
Our experimental results of PTC heaters testing suggest significant benefits compared to standard heaters 
used in the aerospace industry, but also some challenges, which are discussed in this paper. 

Keywords:  Thermal management, heating strip, positive temperature coefficient, aviation, electronics. 

1. Introduction 

Integrated circuits (ICs) are fundamental to modern electronics, with their operation relying heavily  
on temperature. These circuits generate heat during operation due to energy losses manifested as heat  
in components, connections, wiring, or the printed circuit board (PCB). The greater the loss, the greater the 
excess heat generated. As the trend in electronic designs leans towards more compact devices with a greater 
concentration of components, IC packaging is becoming smaller but with poorer thermal properties. This 
is further compounded by the fact that component gates in semiconductor devices have been shrunk down 
to nanometer sizes, leading to a single die containing millions of gates formed from billions of transistors. 
Despite advancements in technology that allow for more compact and efficient devices, these new 
generations may face thermal-related problems in certain situations. 

The operation of integrated circuits (ICs) at ultra-low temperatures, specifically below -50 °C, encounters 
a multitude of difficulties. A paramount issue originates from the differential coefficient of thermal 
expansion (CTE) between the components soldered to the circuit board and the circuit board itself. This 
discrepancy can engender considerable stress, especially upon the activation of the equipment. When hot 
components modify their shape due to this phenomenon, they might shatter brittle plastics, akin to what 
occurs when dry ice is introduced into a container constructed from brittle material such as an ice chest.  
An additional problem emerges when the equipment is transferred from extremely cold conditions  
to a warmer environment which may cause humidity condensation problems. Although these can be solved 
by application of protective varnish, there are even more serious problems. 

Silicon dyes face several challenges when operated at extremely low temperatures. One of the main issues 
is the increase in resistance of semiconductors at lower temperatures as stated in Thompson (1961) and 
Jones (2003). Once the temperature drops below certain levels, the types of IC devices that can be used and 
their performance are significantly limited. Another problem is the decrease in electron mobility (quantized 
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vibrations of the atomic lattice) at lower temperatures. This problem occurs in most silicon dyes, leading 
to potential performance degradation - see Clark (1992) and Gurrum (2005). 

Operating ICs at such low temperatures requires specialized packaging and treatment. However, even 
nowadays after the chip shortage is supposed to be over it is not possible to obtain certain specific 
components from any source. The manufacturers have simply quit production of ICs on ceramic substrates 
or even never encountered a requirement of a specific component to be used under extreme conditions.  

Printed circuit boards (PCBs) made from FR4 face challenges when exposed to extreme temperatures.  
The glass transition temperature (Tg) of FR4, typically ranging from 130 °C to 140 °C, causes the material 
to lose its mechanical properties and soften at this threshold, especially under rapid temperature increase. 
High temperatures also lead to moisture absorption by FR4, causing swelling and distortion of the board 
and potentially damaging the components and causing connectivity issues described by Shreyas (2023). 
Additionally, the adhesive used to bond the FR4 layers can weaken and fail at high temperatures, leading 
to delamination. Potential solutions include using high Tg FR4, polyimide, PTFE (Teflon), metal-core 
PCBs (MCPCBs), and ceramic substrates, each with their own advantages and disadvantages depending  
on the application requirements. For instance, aluminum-core PCBs can aid excessive heat dissipation and 
external heat distribution, but require unconventional methods due to their reactivity - LaBar (2022). 
However, our main trouble is the lower end of the extreme temperatures. 

The feasible solution to the all above described problems is to maintain the device temperature in the 
reasonable temperature range given by the components and other material specification requirements. 
Cooling or heating the device unevenly can cause additional issues, either electric or mechanical, therefore 
an exact and even heat delivery and distribution across the entire surface of the device under examination 
is of highest importance. The further text describes one such approach applicable in the aerospace industry.  

2. Proposed method 

Safety is still a major priority in the aviation industry. We use traditional heaters broadly throughout 
industries despite the numerous problems that have afflicted them. However, a possible solution to these 
problems exists: A Positive Temperature Coefficient (PTC). 

2.1. Positive Temperature Coefficient Heating elements 

PTC heaters are self-regulating heaters that work as open loop elements without outside regulation or/and 
control. Flexible PTC heaters use conductive inks layers printed on a flexible polymer-based matrix with 
at least two different conductive particles with different properties, for example carbon black with silica 
filler on siloxane elastomer-based polymer as element which we used for reference and testing as described 
in patent by Wachenfeldt (2008). 

In addition, PTC elements are characterized by high reliability and durability, where partial function is 
maintained even after several damages as demonstrated in our previous study by Kostial (2019). PTC 
heaters are an excellent alternative for applicable in the aerospace industry. Their use ranges from the 
heating of critical electronics components that cannot be installed into a controlled environment (actuators, 
lights, etc.) to advanced self-regulating anti-icing systems, which we had already tested but the results are 
still under evaluation. Testing shows significant benefits compared to standard heaters used in the aviation 
industry, but also some challenges, which are discussed in the next section. 

2.2.  Application 

In general, electronic components are manufactured at several grades. Consumer grade components are 
supposed to withstand temperatures ranging from 0 to +70 °C, automotive grade specifies range between  
-40 to +80 °C whereas aerospace requirements stretch from -55 °C up to +70 °C according to RTCA  
DO-160G specification (2010). The difficulties here can be seen in general availability and attainability of 
such components even for applications where the cost could be ignored. Hence, the goal of our sub-project 
is to keep an electronic PCB at reasonable levels to ensure temperature comfort for the components and 
also the entire PCB board itself. To ensure spatially-even heating effect for the electronic board two distinct 
heating strips were evaluated (Fig. 1). 
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Fig. 1: Evaluated heating elements: A12WM Heating Foil (left), generic polyimide flexible heater (right). 

Common method of heating (mainly smaller areas of) PCBs is to populate the board with passive or active 
components which in combination of analog or digital thermometer ICs and appropriate control ensure 
local temperature conditions. Use of the heating strips introduces the possibility for global thermal 
management across the entire area of interest. Compared to other methods of heating, the strips also have 
their own up and down sides but in general, the advantages and disadvantages of pre-assembled heating 
strips can be summarized as follows: 

Pros Cons 

 Simplifies design process.  
 Optimal energy use and distribution.  
 High peak power.  
 Unaffected by voltage variations. 
 “Built-in” temperature control without 

any external components resulting in 
higher reliability. 

 Fixed temperature setpoint given by the 
material composition. 

 Availability of custom geometries and 
temperature thresholds. 

 Cost of custom solutions. 
 PE/PET enclosure is not suitable for all 

scenarios.  

Tab. 1: Heating strip advantages & disadvantages. 

 
Fig. 1: Comparison of the reference strips in terms of resistance and heating power at Vcc = 28 V.  

The application would require the threshold temperature to be even lower than the strip #2; 
slightly negative values of the threshold would also be fully acceptable. The heating performance  

of strip #1 is too high whereas power output of strip #2 would be completely sufficient. 

The evaluated PTC strip A12WM is manufactured to a specific fixed temperature setpoint which limits  
the heating temperature approximately to 70 °C as specified by the datasheet and also validated  
by a measurement in climatic/environmental chamber (see strip#1 in Fig. 2). (Over)heating the electronic 
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components to such high temperatures is very undesirable. All such available heating strips are designed  
to have the breaking temperature around this range which makes this behavior rather undesired. What we 
are currently looking for is a PTC strip whose characteristic is shown in Fig. 2 as suggested strip 
characteristic #2 Meaning with significantly limited power output (in tens of watts) and the breaking 
temperature at around 20 °C or even below threshold. Such a strip is manufacturable, but currently such an 
option is not offered for sale on the open market.  

The most advantageous feature of the A12WM heating strip in comparison to the generic flexible heaters 
can be seen the fact that the area in which the temperature is already close or above the threshold (e.g. zones 
below and in vicinity of components like motor drivers and power mosfet transistors) is not heated by the 
strip. Material of the strip in that particular zone is already in a state of high-impedance and no excessive 
power is radiated in that area. 

3.  Conclusions 

The aim of the paper was to briefly outline the problems we face today in the development of increasingly 
complex and sensitive electronics in aviation. Due to flight-levels of commercial traffic we are mainly 
dealing with very low temperatures of critical elements outside of environmentally controlled areas of the 
aircrafts. The solution proposed in this paper is to maintain electrical components and PCBs in an ideal 
temperature range using flexible PTC heaters. These are proving to be very suitable heating instruments 
due to their self-regulating material-based capabilities and long-term stability.  

Acknowledgement 

This document was created within the project TN02000009 - NaCCAS II, co-financed from the state budget 
by the Technology Agency of the Czech Republic within the National Centres of Competence Programme. 

References 
Thompson J. C. and Younglove B. A. (1961) Thermal conductivity of silicon at low temperatures, Journal of Physics 

and Chemistry of Solids, vol. 20, iss. 1–2, pp. 146–149. 
Jones K. W. and Mitra A. K. (2003) Integrated Circuits and Thermal Issues: A Primer. Journal of Aerospace, SAE 

Transactions, vol. 112, sec. 1, pp. 123–146. 
Clark W., El-Kareh B., Pires R., Titcomb S. and Anderson R. (1992) Low temperature CMOS-a brief review. 

Components, Hybrids, and Manufacturing Technology, IEEE Transactions on, 15, 397–404. 
Shreyas S. (2023) FR4: Understanding the Material and Its Applications in PCB Design, online: 

https://www.wevolver.com/article/fr4-understanding-the-material-and-its-applications-in-pcb-design. 
LaBar, M. (2022) Material Properties of Fr-4 Laminates and Their Relative Effects on Thermal Reliability in Printed 

Circuit Boards,  California State University, Sacramento ProQuest Dissertations Publishing. 
Gurrum S., Suman S. Yogendra J. and Fedorov, A. (2005). Thermal Issues in Next-Generation Integrated Circuits. 

Device and Materials Reliability, IEEE Transactions on. 4. 709–714. 
Radio Technical Commission for Aeronautics Inc: RTCA/DO-160G, Environmental conditions and test procedures 

for airborne equipment, RTCA (2010) Inc: 1828 L Street, NW Suite 805 Washington, DC 20036, pp. 22-1-22-42. 
Koštial R., Janhuba L. and Hlinka J. (2019) Aircraft leading edges minor damages detection based on thermographic 

survey of electrical anti-icing system. In: 13th Research and Education in Aircraft Design, pp. 15–22. 
Wachenfeldt F. (2008) Heating element, Patent No. WO2008048176A.  

73



 

doi: 10.21495/em2024-074 

30th International Conference  

ENGINEERING MECHANICS 2024 
Milovy, Czech Republic, May 14 – 16, 2024 

PERSPECTIVE WAYS OF HEAT TRANSFER ENHANCEMENT 
FOR HEAT EXCHANGERS IN FOULING CONDITIONS 

Chudý D.*, Jegla Z.** 

Abstract: The paper discusses the possibilities of intensifying the heat transfer of liquid working fluids in heat 
exchangers under fouling conditions. It presents a perspective on heat exchangers according to the geometry 
of the heat exchanger surface. The shell and tube heat exchanger with the helical flow and plate heat exchanger 
with the spiral flow are introduced in greater detail. These two heat exchangers are compared concerning 
fouling and thermal-hydraulic behavior in industrial cases. The paper shows clear advantages of these flow 
structures for improving these aspects. The article places a strong recommendation on the use of spiral plate 
heat exchangers wherever the working conditions allow. 

Keywords:  Heat transfer, fouling, thermal-hydraulic analysis, heat exchangers, spiral, helical. 

1. Introduction 

The research on heat exchangers currently focuses on optimizing known heat exchanger (HE) geometries. 
In addition, the thermal–hydraulic aspects of the use of nanoparticles in the working fluid are being 
investigated. The HE geometry can also be used as a criterion for dividing heat exchangers. The basic 
division of heat recovery HEs is according to the heat exchange surface based on tubular and plate. State-
of-the-art heat exchanger designs are microchannel HEs. Opposite to these research trends are working 
fluids that exhibit significant heat transfer surface fouling. Fouling is a time-dependent phenomenon that 
negatively affects the thermal-hydraulic behavior of heat exchangers. In this work, the focus lies on liquid 
working fluid with fouling properties. 

2. Tubular heat exchangers in fouling conditions of working liquids 

For fouling conditions of liquid working fluids, shell and tube heat exchangers (STHEs) are commonly 
used. The deployment of SHTEs requires a more detailed structural design of the aiming. They are used  
for the most demanding applications in terms of pressure and temperature. A negative phenomenon is  
the formation of so-called dead zones, on the shell side close to segmental baffles (see Fig. 1). In dead 
zones, there is no required flow velocity, and therefore sufficient turbulence does not occur. Consequently, 
the heat exchange surface becomes fouled, thus impairing heat transfer, and leading to uneven structure 
loading. 

 

Fig. 1: Principle of shell-side fluid flow and dead zones in STHE. 
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The following Tab. 1 shows the process data for the operation of the proposed STHE for cooling the vacuum 
side distillate pump around (VSDPA) stream by atmospheric residue (ATRES) stream to be heated. 

Working fluid VSDPA ATRES 

Side Tube side Shell side 

Mass flow 31.2 kg/s 55.6 kg/s 

Inlet temperature 274.3 °C 223.8 °C 

Fouling factor 0.00053 m2∙°C/W 0.00088 m2∙°C/W 

Tab. 1: Process data on STHE. 

For the process data in Tab. 1, a thermo-hydraulic design of the STHE has been made considering  
the prescribed pressure losses, the working fluids, heat duty, and the position constraint, to get to basic 
design dimensions. Tab. 2 shows the main design parameters of the STHE for the shell side on which  
the fouling working fluid (ATRES) flows. 

Shell internal diameter Tube length Baffle spacing Pressure drop 

1 200 mm 6 327 mm 516 mm 87 020 Pa 

Tab. 2: Main results of shell side design data for STHE design. 

There are several possibilities for heat transfer intensification in STHE (Akpomiemie and Smith, 2016). 
Intensification is implemented both on the shell side and on the tube side. On the tube side, these are mainly 
twisted tapes and coiled wires. Changing a baffle system can intensify heat transfer on the shell side. By 
tilting the baffles under a certain angle (5 ° to 45 °), a helical bypass of tubes is achieved (Stehlík et al., 
1991), see Fig. 2. 

 

Fig. 2: Principle of inclined baffles and shell-side helical fluid flow in STHE. 

According to the process data in Tab. 1, the optimal geometry of STHE with helical baffles was designed 
to minimize fouling on the shell side. Tab. 3 shows its main design data and the pressure drop on the shell 
side. 

Shell inner diameter Tube length Baffle inclination Pressure drop 

1 200 mm 5 800 mm 15 ° 81 894 Pa 

Tab. 2: Main results of shell side design data for STHE design. 

3. Plate heat exchanger 

Tubular heat exchangers are predominant in process applications. However, they can be replaced by plate 
heat exchangers (PHE) with profiled plates, especially in processes where lower temperature and pressure 
are involved. The reason for choosing PHEs in new designs is their modular construction. Their deployment 
in processes with fouling agents has faced a lot of scrutiny.  

In addition to the above-mentioned profiled plate design, PHEs also include spiral plate heat exchangers 
(SPHE). Spiral plate heat exchangers have, according to the manufacturer, a self-cleaning effect. The 
curvature of the channels of working fluids creates great turbulence along their entire length. If sediments 
appear, despite high turbulences, they are swept away because of the increased local velocity, i.e. the self-
cleaning effect. A schematic of the SPHE is shown in Fig. 3. 

Hot fluid in 

Hot fluid out Cold fluid out 

Cold fluid in 
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Fig. 3: Schematic drawing of a spiral plate heat exchanger. 

Fig. 3 shows the principle of the SPHE function with a description of the basic geometry. The hot working 
fluid enters through the center of the unit and flows through a channel from the inlet toward the shell.  
The cold working fluid enters radially and flows towards the center. The arrangement of the working fluids 
in the SPHE is countercurrent, hence the correction factor to determine the mean temperature difference, 
𝑓 =  1 (Moretta, 2010). The heat exchange surface of the curved plate can be fitted with pins, which 
contribute to the intensification of heat transfer. To illustrate the characteristics of the SPHE, process data 
from an industrial case of heat recovery from hot wastewater for a 210 kW SPHE are presented in Tab. 4. 

Working fluid Hot wastewater Cold feedwater 

Mass flow 120 kg/s 20 kg/s 

Inlet temperature ~25.4 °C 10 °C 

Outlet temperature 25 °C ~12.6 °C 

Fouling factor 0.000088 m2.K/W 0 m2.K/W 

Tab. 4: Process data on SPHE. 

The procedure in (Moretta, 2010) can be followed for SPHE design. In this procedure, the unknown is the 
heat transfer surface. The size of the heat exchange area is designed with an overdesign of 20 to 30 percent 
(Moretta, 2010). From the known width of the plate, the minimum length of the plate is determined and 
rounded to a value within the given overdesign range. In the present case, the overdesign is 28 %. The 
length of the plate is calculated using the Eq. (1) the outer diameter of SPHE, which for given process data 
together with other basic dimensions is given in Tab. 5 and recorded in Fig. 3. 

 𝐷ௌ = ඥ15.36 ∙ 𝐿 ∙ (𝑆 + 𝑆 + 2 ∙ 𝑡) + 𝐶ଶ  (1) 

Plate Channel spacing Diameter 

Thickness Width Length Hot side Cold side Core Outside 

𝑡 𝑤 𝐿 𝑆 𝑆 𝐶 𝐷ௌ 

3 mm 1 000 mm 4 500 mm 60 mm 10 mm 125 mm 688 mm 

Tab. 5: Main results for SPHE design. 

4. Discussion of results 

The two optimally designed STHEs presented in Chapt. 2 are identical in design except for the baffle system 
on the shell side. By changing the baffle system, fouling is reduced, and heat transfer is intensified. Both 

Hot fluid in 

Hot fluid out 
Cold fluid out 

Cold fluid in 
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designs were implemented to allow the STHE to transfer around 2.7 MW of heat. To achieve the same heat 
duty, a smaller heat transfer area is required in the case of the STHE with helical baffles, resulting  
in a reduced heat exchanger length (approx. 10 %). Comparing Tabs. 2 and 3, the pressure drop is reduced 
due to all the factors mentioned above in favor of the STHE with helical baffles. 

The pressure drop of working fluids in the presented SPHE is calculated according to Eq. (2). Eq. (2) 
accounts for the fitting of 60 x 60 mm intensification pins on the heat exchange surface (Moretta, 2010). 
The pressure loss of both waste and feed water is around 15.3 kPa. The identity of achieved losses results 
from achieving the same flow velocity (𝑣 = 2 m/s) in differently sized channels (see Tab. 5), and at 
approximately the same densities (𝜌) of both liquids. 

 ∆𝑃 =
ଵ.ସହ∙(∙௩మ∙ఘ)

ଵ.ହ
 (2) 

Lastly, a comparison of SPHE and STHE with helical baffles is made with the support of the in-house 
calculation program based on (Stehlík et al., 1991). The design of the new STHE with helical baffles is 
based on the case solved in Chap. 2 so that it meets the process data for SPHE in Tab. 4. The new inner 
diameter of the shell and length of the tubes have been set to maintain approximately the original ratio of 
these two dimensions and to achieve the stated heat duty of 210 kW. 

 𝑝 = 2 ∙ √2 ∙ 𝐷 ∙ tan(𝜑) (3) 

Subsequently, according to Eq. (3), taken from (Stehlík et al., 1991), the baffle spacing (𝑝) was calculated 
for the angle of baffle inclination (𝜑), which should be in the range of 40 to 60 percent of this value (Stehlík 
et al., 1991). The resulting dimensions of the STHE with helical baffles are given in Tab. 6 along with the 
pressure loss data. 

Shell inner 
diameter Tube length 

Baffle 
inclination Baffle spacing 

Pressure drop 

Shell Tubes 

400 mm 2 000 mm 15 ° 150 mm 88 254 Pa 7 889 Pa 

Tab. 6: Main results of shell side design data for STHE design. 

The cold feedwater is placed on the tube side and the hot fouling wastewater on the shell side. The hydraulic 
loss of the fouling working fluid is lower in the SPHE than in the case of STHE with helical baffles. 

5.  Conclusions 

The paper presents perspective ways to increase heat transfer in heat exchangers operating in fouling 
conditions of liquid working fluids. Industrial examples demonstrate these intensification methods. From 
the examples presented, it is possible to establish a clear superiority of spiral plate heat exchangers in terms 
of fouling rate, built-up area, and above all, pressure losses. The positive influence of helical and spiral 
flow on fouling and thermal-hydraulics behavior has also been demonstrated. Therefore, it seems promising 
to deal with such types of flows in the future and to investigate their influence on the presented aspects also 
for non-liquid working fluids and their operating conditions. 
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WEAK IMPOSITION OF POTENTIAL DIRICHLET BOUNDARY
CONDITIONS IN PIEZOELASTICITY: NUMERICAL STUDY

Cimrman R.∗

Abstract: Detailed modelling of piezoelastic structures often includes also an external circuit. This is tied with
the need for a weak imposition of electric potential Dirichlet boundary conditions and questions of simulation
accuracy arise. Several methods allowing the weak imposition, namely the non-symmetric Nitsche’s method,
penalty method and their combinations, are evaluated and their numerical convergence w.r.t. uniform mesh
refinement for various finite element approximation orders is reported. The numerical study is performed on
a geometry corresponding to a piezoelectric sensor.

Keywords: Piezoelasticity, Dirichlet boundary conditions, weak imposition, numerical convergence.

1. Introduction

When performing and simulating experiments involving electro-active materials (piezoelectric, flexoelec-
tric, etc.), such as reported in (Cimrman et al., 2023), the electric potential that arises on conductive elec-
trodes is a key quantity to be measured and modeled. The presence of an external circuit (e.g. an oscillo-
scope) makes the constant potential on an electrode an additional unknown to be computed. As such, the
usual potential Dirichlet boundary condition can be enforced only in a weak sense, because its value is not
known.

The non-symmetric Nitsche’s method without penalty term (Burman, 2012) seemed like a good candidate
to be used in combination with the finite element method (FEM), but its slow convergence in our context of
3D piezoelasticity, numerically demonstrated below, motivated this ongoing research of simple and accurate
methods for weak application of Dirichlet boundary conditions. We demand a sufficient accuracy even on
relatively coarse meshes, because our main interest lies in dynamical simulations.

2. The Finite Element Model

We consider a piezoelastic disc Ω ⊂ R3 whose FEM discretization is shown in Fig. 1. Under linear assump-
tions, the constitutive relations can be written as

σ = CPε− eTE , d = eε+ κE , ε =
1

2
(∇u+ ∇Tu) , E = −∇p , (1)

where the mechanical stress σ (in Voigt notation vector ordering) and the electric displacement d are pro-
portional to the mechanical strain ε and the electric field vectorE, u is the mechanical displacement vector,
p the electric potential,C the matrix of elastic properties under constant electric field intensity, e the piezo-
electric modulus and κ the permittivity under constant deformation. Denoting by Γb to bottom and Γt the
top sides of the disc, where conductive electrodes are situated, the strong form of the problem is: Find p
such that

−∇ · σ = b in Ω , ∇ · d = 0 in Ω ,

u = 0 on Γb , p = 0 on Γb , p = p̄ on Γt ,
(2)

∗ Robert Cimrman: Institute of Thermomechanics of the CAS, Prague & New Technologies - Research Centre and Faculty of
Applied Sciences, University of West Bohemia, Plzeň; CZ, cimrman3@ntc.zcu.cz
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where b are the self-weight volume forces and p̄ is a given potential to be enforced weakly. Zero Neumann
boundary conditions are applied on the parts of the Ω boundary not mentioned above.

Let V u
0 (Ω) = {u ∈ [H1(Ω)]3,u = 0 on Γb}, V p

0 = {p ∈ H1(Ω), p = 0 on Γb}. The weak form of (2) is
then: Find p such that∫

Ω
ε(v)TCε(u)−

∫
Ω
ε(v)TeT∇p−

∫
Ω
v · b = 0 ∀v ∈ V u

0 (Ω) , (3)∫
Ω

(∇q)Teε(u) +

∫
Ω

(∇q)Tκ∇p−
∫

Γt

(κ∇p) · nq = 0 ∀q ∈ V p
0 (Ω) , (4)

u = 0 , p = 0 on Γb , (5)
p = p̄ on Γt weakly, see below. (6)

Note that the last term in (4) would be zero if the condition p = p̄ on Γt was applied as usual by modifying
the definition of the test function space V p

0 . The above model is discretized using the FEM, leading formally
to the same equations but with functions from appropriate finite element spaces.

3. Weak Imposition of Dirichlet Boundary Conditions

Numerous approaches exist for the weak imposition of Dirichlet boundary conditions, see e.g. (Lu et al.,
2019). Here we consider only the non-symmetric (Freund and Stenberg, 1995) Nitsche’s method (Nitsche,
1971) with or without penalty term (Burman, 2012). This method introduces additional terms to (4):

+

∫
Γt

(κ∇q) · n(p− p̄) +

∫
Γt

βq(p− p̄) , (7)

where β is the penalty parameter. The pure penalty method can be obtained by omitting the first integral.
According to (Babuška, 1973), β = β0h

−(2o+1)/3, see also (Lu et al., 2019), yields, in the case of the
Laplace’s problem, for a fixed β0 the rate of convergence of the order h(2o+1)/3 in the energy norm, where
h is the element size and o the FE approximation order. For this reason results for the following Laplace’s
problem (electrostatics)∫

Ω
(∇q)Tκ∇p−

∫
Γt

(κ∇p) · nq = 0 ∀q ∈ V p
0 (Ω) , (8)

p = 0 on Γb , (9)
p = p̄ on Γt weakly (10)

are also included in the next section for reference. Again the terms of (7) are added to (8) to enforce (10).

Fig. 1: The FE meshes and probe lines: basic mesh (left), 4× uniformly refined mesh (right).

4. Numerical Convergence Results

The problems specified above were solved for approximation orders o = {1, 2, 3} (u and p were approxi-
mated with the same order) and uniform mesh refinement levels r = {0, 1, 2, 3, 4} with various values of
β. The r = 0 (152 vertices, 382 elements) and r = 4 (280 177 vertices, 1 564 672 elements) meshes can
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be seen in Fig. 1, together with probe lines along which the p = p̄ = 555 V satisfaction was checked.
The geometry corresponds to a piezoelectric sensor PIC 181 from PI company.

The sensor has the following properties:

in Voigt notation: CP =


127.2050 80.2122 84.6702 0.0000 0.0000 0.0000
80.2122 127.2050 84.6702 0.0000 0.0000 0.0000
84.6702 84.6702 117.4360 0.0000 0.0000 0.0000
0.0000 0.0000 0.0000 22.9885 0.0000 0.0000
0.0000 0.0000 0.0000 0.0000 22.9885 0.0000
0.0000 0.0000 0.0000 0.0000 0.0000 23.4742

 GPa,

e =

 0.00000 0.00000 0.0000 0.0000 17.0345 0.0
0.00000 0.00000 0.0000 17.0345 0.0000 0.0

−6.62281 −6.62281 23.2403 0.0000 0.0000 0.0

 C/m2, κ = ε0

 1704.4 0.0 0.0
0.0 1704.4 0.0
0.0 0.0 1433.6

 F/m ,

where ε0 = 8.8541878128 · 10−12 F/m is the vacuum permittivity.

a) Laplace: p distribution b) Piezoelasticity: p distribution (1 000× deformation)

c) Laplace: probe d) Piezoelasticity: probe
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Fig. 2: Nitsche’s method without penalty (β = 0): a) Laplace and b) piezoelasticity distributions of p for o = 1
and r = 4, c) Laplace and d) piezoelasticity probes of p along the lines in Fig. 1.

All results reported here were obtained using the Open Source finite element software SfePy (Cimrman
et al., 2019; Cimrman, 2021). The results for the non-symmetric Nitsche’s method without penalty term
(β = 0), our first choice, are illustrated in Fig. 2. While the results for the Laplace’s problem (Figs. 2 a)
and 2 c) converge relatively well to the prescribed value 555 V, the piezoelasticity problem (Figs. 2 b and 2 d)
have low accuracy even for the finest mesh (r = 4). Therefore the penalty term was added, either with
a constant coefficient β = 1, or scaled by the local element size β = h−(2o+1)/3. Overall convergence
results are summarized in Fig. 3, where the error is defined as ||p(t) − p̄||2/N , N = 980 being the fixed
number of probe points along the probe line parameterized uniformly by t. The blue β = 0 lines correspond
to the Nitsche’s method without the penalty term discussed above. The orange lines show the influence of
adding the penalty term, and finally the green dashed lines result from the pure penalty method with β = 1.
When the h scaling of β is used, precision approaching machine limits seem to be reached, however the β
values are large: the average values ranged from 5 · 102 (o = 1, r = 0) up to 2 · 108 (o = 3, r = 3) —
that is significantly higher than in the constant case and it may spoil convergence of iterative solvers due to
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a bad conditioning of the resulting matrix. The non-scaled β = 1 curves of the pure penalty method and
the Nitsche’s method with the penalty visually coincide, which indicates that the effect of the first integral
of Eq. (7) is negligible in our setting (compare with the relatively lower accuracy of β = 0 lines).
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Fig. 3: The h-convergence of the Laplace’s (left) and piezoelasticity (right) problems.

5. Conclusion

We have numerically evaluated the Nitsche’s and penalty methods for weakly enforcing Dirichlet boundary
conditions in the context of piezoelasticity, with the following outcomes. The non-symmetric Nitsche’s
method without penalty is not accurate enough by itself, only in combination with a penalty. The pure
penalty method exhibits a sufficient accuracy even for coarse and low order approximations, although the
error does not improve with the increasing order or h-refinement. However this does not present a practical
problem in our piezo-elasto-dynamic application, where only second order elements are used to approxi-
mate the potential. The problem of bad conditioning with high values of the penalty β can be mitigated by
using a direct solver. The influence of adding the Nitsche’s method terms to the pure penalty method on the
conditioning will be addressed in future.
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Nitsche, J. (1971) Über ein Variationsprinzip zur Lösung von Dirichlet-Problemen bei Verwendung von Teilräumen,
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OF PARTICULATE FOULING OF HEAT TRANSFER SURFACES 
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Abstract: This paper presents the process of designing an experimental device (TESTER) developed to test 
and assess the comprehensive rate of particulate fouling in various heat recovery processes. The evaluation 
can be used not only for direct flue gas heat recovery from combustion processes (e.g., process furnaces, water- 
or steam-boilers, etc.) but also for flue gas waste heat recovery processes (such as cement production, zinc 
dioxide production, etc.). The assessment of particulate fouling requires diverse operating conditions, 
including gas velocity, temperature, particles volume, size, and different types of TESTER geometry, such as 
tube diameter and arrangement. The main output of the experimental analysis is the identification of the 
optimal geometry or operating conditions of a heat exchanger and recommendation for the process operator.  

Keywords:  Flue gas, waste heat recovery, heat exchanger, particulate fouling, fouling rate. 

1. Introduction 

Heat exchangers have an important role across the industry. They are used in power generation, chemical 
industry, waste treatment, etc. All recently stated processes can carry heat in flue gas regardless of whether 
flue gas are direct combustion products or merely waste heat stream (Jouhara et al., 2019). The primary 
goal of heat exchanger designers is to achieve maximum heat transfer rate while considering factors such 
as pressure drops, thermophysical properties of heat carriers, geometry configuration, etc. The main 
limitation in the design of heat exchangers for flue gas is the presence of particulate pollutants contained in 
the flue gas (Müller-Steinhagen et al., 2011). Despite research efforts, these add complexity to the heat 
exchanger design mainly because there is still a lack of information in predicting particulate fouling. The 
design of heat exchangers for fouling environments is therefore based only on the experience of the designer 
but lacks the knowledge of the actual fouling rate of the flue gas stream. Examples of processes that produce 
flue gas containing particulate matter are all processes where solid fuel (e.g. coal, biomass, municipal 
waste) is incinerated (Bott, 1995). On the other hand, there are processes where flue gas with solid particles 
are not direct products of combustion such as cement production, wood and pulp drying, or various 
chemical manufacturing methods (Bianchi et al., 2019).  

Particulate fouling is caused by the deposition of colloidal solid particles, either organic or inorganic origin, 
present in the heat carrier. In gaseous media, the most common pollutants are by-products of combustion. 
They form deposits with varying mechanical and chemical properties depending on the type of fuel  
and combustion conditions (Trojan et al., 2019). Fig. 1 shows examples of heat exchangers fouled by ash. 

                                                 
* Ing. Ján Daxner: Institute of Process Engineering, Faculty of Mechanical Engineering, Brno University of Technology; 

Technická 2; 616 69, Brno; CZ, jan.daxner@vutbr.cz  
** Assoc. Prof. Ing. Zdeněk Jegla, PhD.: Institute of Process Engineering, Faculty of Mechanical Engineering, Brno University 

of Technology; Technická 2; 616 69, Brno; CZ, zdenek.jegla@vut.cz 
*** Ing. Jan Zabloudil: Eveco Brno, s.r.o.; Hudcova 321/76d; 612 00, Brno; CZ, zabloudil@evecobrno.cz 
†  Ing. Dominika Babička Fialová, PhD.: Institute of Process Engineering, Faculty of Mechanical Engineering, Brno University 

of Technology; Technická 2; 616 69, Brno; CZ, dominika.fialova@vutbr.cz 
††  Prof. Dr.-Ing. Marcus Reppich: Faculty of Mechanical and Process Engineering, Augsburg University of Applied Sciences; 

An der Hochschule 1; 86161 Augsburg; DE, marcus.reppich@hs-augsburg.de 

82



 

 2 

 

Fig. 1: Heavily fouled tubes of a) superheater and b) re-heater by ash (Trojan et al., 2019). 

As mentioned, particulate fouling causes many problems in heat exchanger operation. Predicting fouling  
is challenging due to the low amount of experimental data which is usually the main reason for poor design 
of heat exchangers. For this reason, new ways for designing heat exchangers in fouling environments are 
being sought. This paper presents the design procedure of the experimental device TESTER, which will 
investigate the nature of fouling for a specific case and determine measures to mitigate fouling.  

2. Design of the experimental device 

The initial phase of the TESTER's technological design involved defining the experimental concept.  
The main parameter emphasized was the variability of the TESTER's geometry. Heat exchangers across 
the industry have various designs because there is no uniform heat exchanger concept for the use of heat 
from fouling flue gas. Flexibility in TESTER's geometry is crucial for approaching the complexity seen  
in practical solutions. Thus, it is necessary to be able to vary several most common types of geometries  
to mimic real industry solutions.  

Alongside flexible geometry, mobility became a pivotal parameter in the TESTER's design. As is clear 
from the text, the main output of the TESTER's application will be a recommendation for operators  
of processes. For this reason, the tests must be carried out not only in laboratory (relevant) conditions but 
also in operational environments in already operating plants. Therefore, the device must be mobile, easy to 
transport, and simple to assemble, aligning with the practical demands of on-site experiments. These 
requisites were fundamental in our design consideration. 

Considering these two parameters, the very first version of a TESTER was designed (see Fig. 2a), based on 
industry insights and expertise. Fig. 2b shows a cross-section of a TESTER. As shown in Fig. 2b, it is  
a cross-flow arrangement that corresponds most closely to industrially used heat exchanger designs, where 
one stream carries a heated medium and the second consists of flue gas with particulate matter. This initial 
version underwent subsequent modifications based on thermal-stress analysis and thermal-hydraulic 
calculations.  

 

Fig. 2: a) First version of TESTER and b) first version of TESTER in cross-section. 

The main purpose of the thermal-stress analysis was identifying and rectifying critical points within  
the TESTER's construction. This analysis used ANSYS Mechanical software (ANSYS Inc., 2023)  
to eliminate vulnerabilities and enhance TESTER's structure integrity. Consequently, for thermo-hydraulic 
calculations, the Heat Exchanger Design Handbook (Kuppan, 2013) was employed to optimize the fluid 
dynamics aspects of the TESTER. 
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2.1. Thermal Analysis 

The first step of a thermal analysis was determining the maximum operating temperature at which the 
TESTER will be operated. Based on research and communication with industrial partners was this 
temperature determined to be 800 °C. Such a high temperature precludes the use of conventional structural 
steels due to the degradation of their material properties. For this reason, the individual components of the 
TESTER were made of durable materials, namely refractory steels 1.4841 and 1.4845. The inputs and 
assumptions for the thermal analysis are stated in Tab. 1. Fouling resistances were not considered. 

Temperature TS (tube side)/SS (shell side) (°C) 800/15 
Heat transfer coefficient TS/SS (W/(m2·K)) 80/35 

Meshing size of the element through-thickness (mm) 1.5 
Meshing size of the element on the surfaces (mm) 5 

Thermal conductivity of refractory steel (W/(m.·K)) 15 

Tab. 1: Input parameters of a thermal analysis. 

The thermal analysis results provided information about the temperature of individual parts of the TESTER 
and was used as the input parameter for stress analysis.  

2.2.  Stress Analysis 

The thermal analysis was followed by a stress analysis performed in the same software ANSYS Mechanical 
(ANSYS Inc., 2023). Input parameters for stress analysis were results acquired in thermal analysis.  
All other input parameters were the same as stated in Sect. 2.1. As is shown in Fig. 3a, TESTER is 
symmetrical through all planes passing its center. This fact made it possible to perform cuts with all planes, 
resulting in 8 symmetrical parts of the TESTER (see Fig 3b) and only 1/8th of a TESTER was used  
for calculations. Subsequently, symmetry conditions were applied to the cutting surfaces. This modification 
ensured lower time requirement calculation and significantly reduced the required computing power. 

 

Fig. 3: a) TESTER's planes of symmetry, b) 1/8th of a TESTER created with cuts by planes. 

Boundary conditions for all contact surfaces of individual parts have been set to bonded. When considering 
frictional connections, whose properties are closer to reality, computation difficulty increased extensively 
but differences between bonded and frictional connections were for subject analysis negligible. Fig. 4 shows 
critical areas of the structure revealed by thermal-stress analysis in terms of stress peaks. 

   
Fig. 4: Thermal-stress analysis of the very first version of a TESTER. 

Hot flue gas Cooling air 
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2.3.  Thermal-hydraulic calculation 

In contrast to the thermal stress analysis, a wider range of flue-gas flow conditions (an inlet temperature 
varying from 250 °C to 800 °C, the hot fluid located in the TS or SS) were analyzed using Heat Exchanger 
Design Handbook (Kuppan, 2013). Simultaneously, the most common tube bundle arrangements (in-line 
and staggered) were investigated. In addition to the geometrical parameters and inlet temperatures, the basic 
assumptions comprised the inlet pressure and the mean velocity of both fluids, flue gas, and air. The 
objective of the thermal-hydraulic calculations was to determine the flue gas and air flow rates, the heat 
duty of the clean TESTER (i.e., no fouling resistances were considered), and the pressure drops of both 
working fluids. Tab. 2 shows the results of a thermal-hydraulic analysis. 

Temperature (°C) 250 400 600 800 

Flow rate SS/TS (kg/s) 0.736/0.428 0.733/0.338 0.729/0.265 0.725/0.218 
Pressure drop SS/TS (kPa) 0.079/0.088 0.083/0.070 0.086/0.055 0.090/0.045 
Mean velocity SS/TS (m/s) 9.56/10.24 9.57/10.32 9.57/10.42 9.57/10.48 

Tab. 2: Main output parameters of a thermal-hydraulic calculations with flue gas in tubes. 

3.  Conclusions 

In this paper, the design procedure of the test heat exchanger (TESTER) for the investigation of the fouling 
rate of flue gas containing particulate matter has been presented. A key part of the overall design was 
performing thermal-stress analysis and thermal-hydraulic calculations. Those provided valuable results on 
which further modifications to the design of individual parts of the TESTER were based. 

The TESTER is currently being assembled and commissioned in laboratory conditions. The results obtained 
by computational modeling and calculations will be experimentally verified in this step. At the same time, 
pilot fouling tests of the designed TESTER's geometry will be performed. Tests with industrial partners 
will start in the second half of 2024. 
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Abstract: Nowadays, lithium-ion batteries are considered as the most efficient source of power for electric 
vehicles (EVs). With the increasing utilization of EVs, the requirements for higher performance, lower weight 
and improved safety are also growing. These demands can be fulfilled by an improved battery design, which 
consists of decreased battery frame mass or higher number of battery cells. However, with these improvements 
come several negative aspects, such as higher risk of battery frame intrusion or lower heat dissipation due to 
reduction of space between the cells. Due to these factors, the risk of battery damage is rising, thus it is crucial 
to predict and better understand the behavior of the battery cells during critical situations, such as vehicle 
crash. Ansys LS-DYNA is a useful tool for the evaluation of battery cells during abusive scenarios. It offers  
the creation of multi-physics model that is able to predict coupled mechanical, electrical and thermal 
responses. This model is sufficient for the assessment of battery cell response to short-circuit, which can lead 
to uncontrollable, self-heating state called thermal runaway. This state poses the greatest safety risk for Li-Ion 
batteries. This paper focuses on risk assessment of traction battery during crash and overcharging simulations. 

Keywords:  Battery, LS-DYNA, explicit, multi-physics, crash. 

1. Introduction 

Ansys LS-DYNA provides the capability to simulate battery cells under typical operating conditions,  
as well as in scenarios involving potential overloading and short-circuit events. LS-DYNA uses one-code 
strategy, integrating solvers cohesively. Particularly in battery simulations, the main utilized solver is  
the resistive heat solver. From the electromagnetic (EM) solver, the Joule energy term �̇�௨ can be 
extracted (Ansys Inc., 2020): 

 �̇�௨ = ∫
మ

ఙ
𝑑𝑡,

௧ାଵ

௧
 (1) 

which acts as a volumetric heat source term in the thermal equation: 

 
డ்

డ௧
− 𝛼∆ଶ𝑇 = �̇�௨ , (2) 

where 𝑗 is current density, is 𝜎 electrical conductivity and 𝛼 is thermal diffusivity. 

The electrochemical reactions within the battery cell are represented by a phenomenological model known 
as the Randles circuit. Despite its simplicity, this model suitably captures the behavior of the battery across 
various operational scenarios. 

LS-DYNA offers several approaches to battery modeling. There are two micro-scale methods which are 
based on discretizing individual battery cell layers using solid or thick-shell elements. These models allow 
detailed analyses of single battery cells. However, due to the typically thin battery layers, the finite element 
mesh has small element dimensions along the cell thickness, thereby increasing computational time. 
Consequently, these methods prove inadequate for modeling battery modules or entire packs with numerous 
cells. In such cases, a global approach is favored, wherein the battery cell is considered as a homogeneous 
orthotropic continuum. This modeling strategy enhances computational efficiency. 
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The risk of short-circuiting poses a significant threat to batteries, potentially resulting in catastrophic 
damage to the cell. This occurrence may arise from various factors. For example, overcharging the battery 
elevates its temperature, leading to possible damage to the separator layer, thereby initiating a short circuit 
and triggering a hazardous exothermic reaction known as thermal runaway. During thermal runaway,  
the temperature of the cell increases rapidly, presenting a considerable risk of fire or explosion. External 
heat sources can affect the battery cell in same negative manner. Furthermore, short-circuiting can be 
induced by physical deformation of the battery cell, such as nail penetration, causing mechanical harm  
to the cell separator and establishing an undesirable internal electrical connection between the electrodes. 

This paper contributes to the SAFEBATT project, which is focusing on the advancement of a robust early 
warning system for battery failure and the design of a self-extinguishing and cooling system for battery 
packs to enhance its safety. In 2023, SVS FEM was tasked with conducting numerical simulations of the 
traction battery crash test in accordance with the ECE 100 standard, along with electro-thermal simulations. 
The results from these numerical simulations are presented within this paper. 

2. Battery cell testing 

The analyzed traction battery comprises 8 battery modules, each housing 24 cells. To calibrate and optimize 
the numerical model of a single battery cell, a series of mechanical, thermal, and electrical tests were 
conducted. Regarding the mechanical aspect of the battery, the cell consists of an inner series of diverse 
chemical compound layers, commonly referred to as the “jellyroll”, encased in an outer aluminum alloy 
casing. Four quasi-static mechanical tests were conducted to capture a broad spectrum of loading scenarios 
(see Fig. 1). Additionally, alongside force-displacement measurements, voltage and temperature were 
recorded to detect potential short-circuiting of the cell resulting from possible penetration of the separator 
layer. 

    

    
Fig. 1: Deformed specimens - a) flat compression, b) lateral compression, c) 3-point bending, d) punch. 

The deformed cell shapes are depicted in Fig. 1. Short-circuiting was observed during the lateral 
compression test, coinciding with buckling deformation, culminating in battery ignition at the end of the 
loading sequence. Although thermal runaway was expected during the punch test, there was no notable 
sharp decline in the voltage that would consequently lead to an increase in temperature. A possible 
explanation for this phenomenon is the larger diameter of the spherical indenter, which only compresses 
the jellyroll layers without perforating them. Obtained force-displacement curves were utilized to calibrate 
the material model of the cell’s FE model. 

Correctly defining the electrical and thermal properties within the numerical model of the cell is necessary 
for assessing voltage trend and heat conduction within the battery. Three electrical tests were conducted  
to acquire the parameters of the Randles circuit. One thermal test was executed. In this thermal test,  
the base of the cell was subjected to external heating until a short-circuit occurred, resulting in a cell 
explosion (see Fig. 2). The explosion happened because the cell was fastened by a thick rope encircling  
the upper section of the battery, preventing cell movement. However, due to this constrain on the upper 
surface, the accumulated internal pressure could not be adequately released through the top safety vent.  
It is assumed that in the event of pressure release, the battery will likely ignite. 

a) b) c) d) 
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Fig. 2: Battery cell in the chamber a) with thermocouples, b) immediately before the explosion, 

c) during the explosion. 

3. Crash simulation of traction battery 

Based on the geometry, the finite element (FE) model of the entire traction battery was developed  
(see Fig. 4a). In most traction battery components, a bilinear material model was employed. Specifically, 
the bilinear material model was assigned to the battery cell’s aluminum casing. Additionally, an orthotropic 
material model was applied to represent the homogeneous solid jellyroll of the cell. Parameters associated 
with these material models were iteratively adjusted to align with experimental results. 

Fig. 3: Comparison of force-displacement curve between simulation and experiment  
a) flat compression, b) lateral compression, c) 3-point bending, d) punch. 

Comparing the results obtained from simulations with experimental data, a perfect alignment between  
the force-displacement curves was not achieved (see Fig. 3). It is important to note that the jellyroll 
comprises numerous layers, each possessing different mechanical properties. Consequently, at the 
microscale level, local deformation processes (failure, buckling, delamination, etc.) within these layers 
cannot be accurately captured by a homogeneous model with a coarse mesh. 

To date, only the structural part of the model has been solved in the crash simulation utilizing an explicit 
solver. However, the following phases of the project aim to incorporate electromagnetic (EM)  
and temperature solvers into the analysis. 

An acceleration-time curve conforming to ECE 100 standard specifications was applied to the traction 
battery. Stress and strain distributions were evaluated across the battery frame, bolts, and individual cells. 
According to the findings of the numerical simulation, no compromising of structural integrity was 
observed within the traction battery. Moreover, cell deformation was negligible, thereby reducing  
the probability of an internal short-circuit event.  

a) b) 

c) d) 

a) b) 

 

c) 
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4. Electro-thermal simulation of battery module 

In the current stage of the project, the battery cell is considered as rigid in terms of mechanical properties, 
since stress and deformation analyses of the cell/module are neglected in the electro-thermal simulations 
presented in this paper. 

For the electromagnetic (EM) part of the model, a homogenized approach to the battery cell modeling  
is employed. Parameters such as the temperature at which short-circuiting occurs and the internal battery 
resistance were obtained from experimental data. Typically, a short-circuit event triggers an exothermic 
reaction accompanied by heat dissipation. However, this reaction was not observed in the overheating test 
due to aforementioned imperfections in battery mounting. Nevertheless, the exothermic reaction is still 
accounted for in the simulation, but the exothermic rise of the temperature, and post-short-circuit behavior 
are estimated. 

Following the development of the FE model of the battery module, simulations were conducted  
to investigate the effects of overcharging cell number 1 (see Fig. 4b). Heat propagation within the battery 
module was monitored, revealing that the adjacent cell, number 2, also experienced heating due to the 
thermal runaway initiated by the first battery cell. Consequently, a short-circuit occurred in the cell number 
2 area where the critical temperature was reached. Cell number 3, however, did not reach the critical 
temperature threshold, thus avoiding a short-circuit event. 

  

Fig. 4: a) Traction battery FE model for crash simulation, b) temperature of battery module during 
overcharging simulation – cut section view. 

5. Conclusion 

Ansys LS-DYNA was employed to create the FE model and conduct simulations of the battery under 
diverse loading conditions. A homogeneous battery cell modeling approach was adopted. To capture  
the multi-physics properties of the cell model, four quasi-static mechanical tests, one overheating test,  
and three electrical tests were conducted. 

The FE model of the traction battery was developed to simulate mechanical crash test in accordance with 
ECE 100 standard. Stress and strain distributions across the entire battery and its individual cells were 
analyzed. According to the outcomes of the numerical simulation, no compromise of the structural integrity 
of the traction battery was observed. Moreover, there were no instances of cell penetration, reducing  
the probability of an internal short-circuit event. 

In the electro-thermal simulation, a scenario involving the short-circuiting of one cell within the battery 
module was simulated, with subsequent observation of heat transfer within the module. In order to enhance 
electro-thermal simulation, additional experimental investigations are warranted to accurately characterize 
the thermal and electromagnetic aspects of the battery model, such as external shorting, heat propagation 
among multiple battery cells, or nail penetration. Furthermore, future considerations should include  
the effect of strain rate on resulting cell stresses. 
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PIV MEASUREMENT OF WAKES PAST STATOR WHEEL INSIDE AIR 
TEST TURBINE VT-400 IN TWO AXIAL×TANGENTIAL PLANES 

Duda D.*, Uruba V.**, Yanovych V.***, Klimko M.†, Tomášková T.††, 
Jeřábek M.†††, Žitek P.‡, Milčák P.‡‡ 

Abstract: VT-400 is a single-stage test turbine working with ambient air located at the University of West 
Bohemia in Pilsen. Inside this turbine, we perform a PIV (Particle Image Velocimetry) measurement of the 
flow field in two planes oriented in axial × tangential direction. There planes are located between the stator 
wheel and rotor wheel; first one is near the hub, second one at the middle of blade height. The spatial 
distribution of velocity fluctuations displays system of wakes and jets oriented diagonally over the studied area. 
The jets are represented by higher mean velocity and lower turbulence, the wakes oppositely. The spatial size 
of fluctuations is analyzed in terms of autocorrelation function: the size of correlated region is comparable 
with the wake width, additionally, there is apparent a wave in the stream-wise direction. At different turbine 
working parameters, we observed at least two distinct wavelengths. The neighboring wakes do not interact  
in the limits of studied areas. 

 Particle Image Velocimetry, turbine, stator wheel, wake, autocorrelation function. 

1. Introduction 

Steam turbines are still very important machines for energy production. They transform the energy from 
the form of high pressure and high enthalpy to the rotational kinetic energy (Burdin, 1824). Higher 
efficiency of is reached by adding the stator wheel before the rotor wheel. Its role is to deflect the direction 
of the flow from fully axial direction in a such way, that after the passage through rotor wheel, the fluid 
direction could be fully axial and thus having smallest kinetic energy (and thus larger fraction of energy 
being processed by the turbine rotor). The classical approach just takes into account the velocity deflection, 
but the stator is realized as a grid of high-lift blades, which naturally produce wakes – fluid region, which 
is significantly influenced by the previous presence of solid body. Typically, the mean flow velocity  
is slower and fluctuations stronger inside the wake region (in comparison with the region between wakes – 
jets). 
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In the past, the flow inside turbines has been explored mainly numerically (Denton and Pullan, 2012; 
Sieverding and Manna, 2020) or by using pressure measurements (Klimko and Okresa, 2016; Ilieva, 2017; 
Klimko et al., 2021; Porreca et al., 2007). Our recent work uses Particle Image Velocimetry to map flow  
in some selected planar area past the rotor (Duda et al., 2021) or stator wheel (Duda et al., 2024). Very 
interesting apparatus exists at Baltimore university: their experimental configuration uses turbines made  
of transparent materials (Chow et al., 2002; Uzol et al., 2002). 

2. Methods 

The current contribution focuses to the axial × tangential plane past the stator wheel of single-stage test 
turbine VT-400 (Klimko and Okresa, 2016). The plane is studied at two heights – approx. 4.5 mm above 
the endwall and second approximately in the middle of blade height, see Fig. 1. Due to perspective effects, 
the bottom plane covers slightly larger area than the upper one. Both, illumination and observation is done 
through a groove in the turbine body, which usually serves for traversing pressure probes. The illumination 
lasersheet has to be reflected by a mirror placed inside the turbine but above the wheels, therefore we hope, 
that it does not affect the flow field. For other details about the camera, laser, particle seeding, etc., we refer 
our previous work (Duda et al., 2024), which is published in “open-access” mode. 

 
Fig. 1: Sketch of the position of studied planes inside the turbine with negatives of calibration snapshots. 

3. Results 

The measurements have been performed at two rotational speeds of the turbine rotor and at five pressure 
gradients. These gradients were adapted for the output angle 𝛼 to match the values of −40 ∘ to +40 ∘. 
Unfortunately, it was not possible to measure three states at the middle plane because the mirror inside the 
turbine become dirty by some oil (surprisingly it was not Safex used as tracer particles). The droplets  
on the mirror surface caused uneven reflections, which caused the horizontal strip of extremely high 
fluctuations at the panel in third column and second line in Fig. 2. The rest of the column was too damaged 
for some data processing – this is the reason for white space in the Figs. 2 and 3. 

The spatial size of fluctuations can be shown by the autocorrelation, Fig. 3. Single point in the wake has 
been chosen as the reference point, which automatically correlates with its neighborhood (blue spot).  
We observe the wavy character of fluctuations displayed as the near areas of anticorrelation. We do not 
observe any crosstalk with the neighboring wakes, which suggests that the fluctuation source is at the stator 
wheel, not in the inlet large-scale turbulence. Note the presence of two wavelengths: e.g. in the middle 
plane at lower speed (left column of Fig. 3) the wave is longer at 𝛼 = −20 ∘, while at 𝛼 = 0 ∘, the wave  
is half and later at 𝛼 = +20 ∘, there appears a longer wave again, but now it is modulated by the shorter 
wave. 
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Fig. 2: Spatial maps of the measured standard deviation of the in-plane velocity, ඥ𝜎௨
ଶ + 𝜎௩

ଶ.The limits  
of the colormap are from 0 to 5 m/s. It is important to note, that the contribution from fluctuations  

in radial direction is not measured. First and second columns display the results at turbine rotational 
speed of 2 000 rpm, the third and fourth one at 2 300 rpm. The first and third show the plane near  

the middle, the second and fourth column display the plane near hub. 
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Fig. 3: Autocorrelation function of the axial velocity with a point inside the wake (comp. Fig. 2).  

Blue areas represent the region, where the fluctuations correlate with the fluctuations in the probed 
point. The yellow means anticorrelation, i.e. the wave nature of fluctuations in the wake. The more distant 

areas of light blue and yellow do not correlate, but the experimental noise causes, that the calculated 
correlation is never zero exactly.  
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PROBABILITY LIMITS OF THE CRITICAL ROTOR SPEEDS 

Dupal J.* 

Abstract: Rotors are manufactured with certain tolerances, implying that both outer and inner diameters  
of the rotor can be treated as random parameters (RP). This paper focuses on an approach for estimating  
the mean and variance of the critical speeds of rotors. These values allow for probabilistic determination  
of the upper and lower limits of critical speeds. The mean of critical speeds has to be derived iteratively due 
to the frequency (revolution) dependence of gyroscopic and circulation matrices. Subsequently, the critical 
speed is approximated using two terms of Taylor’s expansion at the mean value of critical speed. It is essential 
to conduct sensitivity analysis of the critical speed concerning RP. This approximate approach avoids  
the necessity of knowing the probability function of randomly valued diameters, respecting the validity  
of Chebyshev’s inequality. Rotor discretization in this study is achieved using the Finite Element Method.  

Keywords:  Critical speed, probability, FEM, sensitivity analysis, rotor dynamics. 

1. Introduction 

The discretized mathematical model of the rotating rotor without external excitation can be represented by 
well known equation of motion (system of the n differential equations of the 2nd order) (e.g. Dimarogonas, 
(1996)) 

           .ct t t     Mq B G q K K q 0   (1) 

where M, B, G, K, Kc is matrix of mass, damping, gyroscopic effect, stiffness and circulation, respectively, 
all of order n. The quantity q(t) corresponds to vector of generalized displacements and its differentiations 
are marked by dots. Adding the trivial identity 

     ,t t Mq Mq 0   (2) 

to (1) we can come after simple rearrangements to the equation (system of the 2n differential equations  
of the 1st order) 

       ,t tu A u  (3) 

where 

          
 1 1

,
,

,c

t
t

t


  

  
          

0 I q
A u

M K K M B G q
. (4) 

The Eq. (3) leads to the eigenvalue problem 

   ,    A I v 0   (5) 

which can be solved for ith critical speed in the iteration way respecting some starting chosen initial value 
by iteration way 
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Each critical speed can be alternatively assessed by Campbell’s diagram, too.  

2. Probability approach 

Let us assemble the independent input random parameters (RP) to the vector of RP and apply  
the expectation operator. We can come to the mean vector of RP 

    ,1
1 2, , ... , .

T s
sE p p p pμ R  (7) 

Let us introduce the critical eigenvalue vector in form 

   ,1
1 2, , , ,

T b
crit b   λ C  (8) 

real part of which corresponds to the vector of critical angular speeds. There is a well-known method  
to calculate derivatives of one eigenvalue e.g. ,j crit i   with respect to some parameter e.g. pk. Let us 

derivate the equation 

  ,crit j j j    A I v 0   (9) 

with respect to parameter pk and pre-multiply by *T
jv . Now we can write 
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Let us assemble the elements (10) into the sensitivity matrix 
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The relation between derivatives  j
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and then the derivatives of the jth critical angular speed with respect to kth RP has form 
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The eigenfrequencies of un-damped system and damping ratios can be obtained according to following 
relations ( j  corresponds to the j-th eigenfrequency of un-damped system) 
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These quantities are depicted in Fig. 1 

   

 Fig. 1 Complex eigenvalues. 

Let us introduce diagonal complex matrix 

1

2
,

1

j
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D
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D

          

D  enabling rewrite the Eq. (13) 

into the compact form 

 .critD 


 
λΩ

D
p p

 (14) 

Let us express the vector of critical angular speeds by means of the first two terms of Taylor’s series about 
mean vector of RP (Dupal, 2008). We can come to brief form (only the 1st derivatives) 

        .D D
D D D



 
     

 
p

p p p p

p μ

Ω Ω
Ω Ω μ p μ Ω μ p μ

p p
  (15) 

The terms containing the 2nd derivatives and higher were left out respecting linear transformation relation 

between diameters of shafts and their eigenvalues. Applying expectation operator  DE Ω  to the Eq. (15) 

we obtain approximate relation for mean value of vector of critical angular speeds in form 

  
D DΩ pμ Ω μ . (16) 

Applying variance operator     D D

T

D DE  Ω ΩΩ μ Ω μ  to the Eq. (15) respecting (16) we can come 

to the covariation matrix of critical speed vector in form 

        .
D

T T T
T T

D D D D D DE E
      

             
Ω p p p p p

Ω Ω Ω Ω Ω Ω
Σ p μ p μ p μ p μ Σ

p p p p p p
 (17) 

The last relation can be rearranged by means of (14) into form 

 ,
D

T
crit crit 


 Ω p

λ λ
Σ D Σ D

p p
 (18) 

where pΣ  is covariation matrix of input RP (when parameters are independent this matrix is diagonal). 
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3. Application 

Random parameters: 1 2,D D  from the left hand side, probability density function-normal (Gauss), 

variances 2 1 7 , 1, 2.
iD e m i      2 .

iDdiag pΣ  Mean values 
1 2

0.012 , 0.016D Dm m   . 

Results:    
1 2

2 22 2 0.8149 / ,  0.8332 /
D D

rad s rad s    .  

Monte Carlo    
1 2

2 22 2 0.8149 / ,  0.8390 /
D D

rad s rad s      

 3 3 0.9973
Di Di Di DiDiP              (Gauss), Monte Carlo simulation relative frequency  

of the inequality satisfaction is 0.9972. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 2 Spindle of the textile machine. 

4. Conclusions  

Numerous numerical experiments were conducted, involving various values of random parameters 
governed by different probability density functions. Selected combinations will be demonstrated during  
the presentation. In line with the Central Limit Theorem, the results tend to converge towards the normal 
probability function as the number of RPs increases. The presented approach could be enhanced  
by incorporating more terms from Taylor’s series into the eigenvalue expression. Based on the results  
of Monte Carlo simulations, the accuracy of the presented approach seems to be satisfactory.  
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SOLUTION METHODS FOR AN AEROELASTIC PROBLEM WITH
COMBINED HARMONIC AND STOCHASTIC EXCITATION

Fischer C.∗, Náprstek J.∗∗

Abstract: Assessing responses in slender engineering structures facing both deterministic harmonic and
stochastic excitation is often based on an approximation by the single-degree-of-freedom van der Pol-type
nonlinear model. Determining the response probability density function involves solving the Fokker-Planck
equation, which is generally a challenging task. Hence, semi-analytical and numerical methods come into
play. This contribution reviews several possible techniques and spotlights the exponential-polynomial-closure
method. The shown results are limited, as the paper reflects an early stage of the relevant research direction.

Keywords: Fokker-Planck equation, stochastic averaging, numerical solution, Galerkin approximation,
van der Pol-type oscillator, partial amplitudes, exponential-polynomial-closure method.

1. Introduction

Slender engineering structures, such as footbridges, masts, and power lines, are prone to excessive vibration.
This tendency is particularly notable in the interplay between natural and excitation frequencies. In the lock-
in region, where the structure’s response stabilizes within a specific frequency range, it exhibits stationarity
characterized by a dominant frequency and several superharmonic frequencies. Beyond this boundary, the
response transforms into a non-stationary quasi-periodic state, with new frequencies emerging in a fan-
shaped plot. Introducing additive random noise further complicates the scenario, the response process is
stochastic. Understanding these dynamics is crucial for the design of slender structures, providing insights
into their complex vibrational patterns and aiding in the development of effective mitigation strategies.

Exploring nonlinear dynamic systems under random excitation has long been an important subject with
applications in various scientific and engineering domains. Researchers have developed analytical, semi-
analytical, and numerical methods to obtain stationary PDFs or statistical moments, particularly focusing
on systems influenced by Gaussian white noise. In contrast to the stationary response case, where usable
solution procedures are often available, the non-stationary response case remains the subject of intensive
research, presenting significant challenges even in scenarios limited to additive excitation.

The physical model utilized in this paper is the SDOF oscillator of the van der Pol type. This model is
commonly used to depict transverse wind-generated vibrations under additive excitation, combining deter-
ministic and random components. The normal form of this model is given as follows:

u̇ = v , v̇ = (η − νu2)v − ω2
0u+Pω2 cosωt+ hξ(t) , (1)

where: u, v are the displacement [m] and velocity [ms−1]; η, ν are the parameters of the linear and quadratic
damping, respectively [s−1, s−1m−2]; ω0, ω are the eigen-frequency of the linear SDOF system and fre-
quency of the vortex shedding [s−1]; f(t) represents external excitation: f(t) = Pω2 cosωt+ hξ(t); Pω2

and ξ(t) are the amplitude of the harmonic excitation force [ms−2] and the broadband Gaussian random
process [1 ]; and h is the multiplicative constant [ms−2].
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Using the Itô stochastic calculus, the response PDF is governed by the FPE:

∂p(x, t)

∂t
= − ∂

∂xj
(κj(x, t) · p(x, t)) +

1

2

∂2

∂xj∂xk
(κjk(x, t) · p(x, t)) . (2)

Parameters κj(x, t) and κjk(x, t) represent the first and second derivative moments, generally referred to
as drift and diffusion coefficients, respectively. In the stationary case, the left-hand side of Eq. (2) vanishes,
resulting in a reduced FPE that is solvable in many particular cases (Lin and Cai, 1988). However, in the
general non-stationary case, finding a solution for the complete FPE remains a challenging problem.

2. State of the art

According to Er (1998a), the solution of non-linear second order systems dates back to Kramers (1940),
who presented solution of an one-dimensional undamped system with a non-linear stifness and an additive
white noise excitation. Actually, the motivation in that paper was the first excursion problem in the theory of
the velocity of chemical reactions, when the particle is originally caught in a potential hole but may escape
in the course of time by passing over a potential barrier. If the function representing the potential barrier is
smooth a reliable solution for any value of the viscosity is obtained.

The method of equivalent linearisation (Caughey, 1959), is the simplest solution method for non-linear
systems with random excitation. Its approach can be regarded as the first approximation. In this reference
the author studies the response of a nonlinear string to random excitation. It is shown that if the loading
force is represented by truncated Gaussian white noise with uncorrelated Fourier coefficients, the mean
squared deflection at every point is smaller than that for the equivalent linear string. The paper illustrates
modification of the linearisation method, which is used for deterministic differential equations, for the
stochastic case. The method of equivalent linearisation has been popular for over 65 years. However, there
have been some missteps in its history, including an early conjecture by one of the pioneers that proved
to be false, and an alternative to the standard procedure that went unrecognised for 27 years. Numerous
reviews on method variants and applications are available; e.g. refer to the text by Elishakoff and Crandall
(2016) and the papers cited therein.

Wen (1975) presents an approximate method for nonstationary solution of systems under random excita-
tion, where the studied systems are supposed to include polynomial restoring force and the (filtered) shot
noise type excitation. Using the Galerkin approach based on a time-dependent Hermite-series expansion,
the Fokker-Planck equation (FPE) is is reduced to a system of first-order ordinary differential equations.
Alternatively, when the excitation is non-white or when the FPE is difficult to solve, the perturbation
method (Crandall, 1963) or statistical linearisation techniques (Caughey, 1959, 1963) are recommended,
as reviewed also by Iwan and Yang (1972). Analogous procedure was used by the authors, (Náprstek and
Fischer, 2024), and is illustrated by the numerical example in Chapt. 3.

Iyengar and Dash (1978) propose a technique which is capable to adopt the non-Gaussian excitation. Their
approach belongs to the class of closure techniques. The individual methods in this class differ by different
assumptions made about the statistical structure of the response. Even in cases where the response may be
non-Gaussian, it would be possible to find a function of the response which can be approximated in terms of
the Gaussian distribution via error minimization. The method due to Iyengar and Dash (1978), the Gaussian
closure technique, automatically leads to an associated linear system driven by a Gaussian input. This, in
fact, implies similarity of the method with the statistical linearisation techniques.

When the system is highly non-linear, or when multiplicative random excitations are present, i.e., when the
probability distribution of the system response is far from being Gaussian, more response moments than
two has to be approximated. This generalization leads to non-Gaussian closure methods as that used by
Assaf and Zirkle (1976). In this highly instructive paper authors approximate the PDF of the response via
the Edgeworth-type expansion. It is a rearrangement of the Gram-Charlier expansion so that the accuracy
increases with the natural order of the terms (Cramér, 1946). The PDF is assumed in the form

p(x) = p0(x)

[
1 +

1

3!

λ3
σ3x

H3

(
x−mx

σx

)
+

1

4!

λ4
σ4x

H4

(
x−mx

σx

)
+

10

6!

λ23
σ6x

H6

(
x−mx

σx

)
+ . . .

]
(3)

where p0(x) is the Gaussian PDF and mx, σx are the mean value and the standard deviation of x, H(·)
are the Chebychev-Hermite polynomials, and λi the ith-order semi-invariants. The authors claim that four
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terms in the expansion are usually sufficient. On the other hand, the obtained series can lead to negative
probabilities as pointed out by Grigoriu (1991).

Cai and Lin (1988) and Cai et al. (1992) have developed a new approximation procedure in which a given
non-linear system is replaced by another non-linear system belonging to the class of generalized stationary
potential (Lin and Cai, 1988) for which the exact stationary solutions are obtainable. The replacement is
based on the premise of preservation of the average energy dissipation in the replacing and the original
systems.

For weakly non-linear systems with weak excitations, the stochastic average method, (Roberts and Spanos,
1986), represents a powerful alternative. The perturbation method, due to Crandall (1963), belongs to
this category as well. For systems with random additive excitation, moment equations derived from the
Itô’s derivative rule can be used to compute the statistical moments instead of the FPE. Introduction of
the central-moment closure or cumulant-neglect closure to the moment equations creates the hierarchy of
equations limited to a desired level, (Wu and Lin, 1984).

The exponential-polynomial-closure (EPC) method was initially published by Er (1998b). In the original
stationary setting, it assumes the sought PDF of an approximate solution in the form of an exponential
polynomial:

p(x;a) = C exp (Qn(x;a)) (4)

Here, x is the state vector, a is the unknown parameter vector, and Qn(x;a) is a polynomial function. The
algebraic system for the unknown parameters a results from the Galerkin approximation with respect to
basis functions hk(x) = xk1

1 . . . x
knx
nx fN (x), where k = k1 + . . . + xnx

and fN is the PDF solution using
Gaussian closure.

Since then, variants of the EPC method have been proposed for different settings of the stationary PDF
solutions of nonlinear stochastic oscillators. Modifications for the non-linear, non-stationary case have only
recently emerged, implicitly allowing for non-Gaussian excitation (Guo et al., 2020). A further modification
by Wang et al. (2023) claims superior performance with respect to smaller errors at the PDF tails compared
to the results of Monte-Carlo simulations.

3. Numerical example
The response of the van der Pol oscillator in Eq. (1) is stationary in the lock-in region, which corresponds to
interval ω ∈ (0.85, 1.35) with respect to natural frequency ω0 = 1, parameters η = 1/2, ν = 1/4, P = 1,
and the stochastic parameters h = 1, S = 1. In order to use the stochastic averaging method, (Náprstek and
Fischer, 2024), the response variables are expressed in the trigonometric form as follows

u(t) = ac cosωt+ as sinωt , v(t) = −acω sinωt+ asω cosωt , ȧc cosωt+ ȧs sinωt = 0 .

New parameters ac, as are random variables representing the partial amplitudes of the response. In the
stationary case, they are described by the reduced FPE. It is solvable analytically for zero detuning (∆ = 0)
between excitation and natural frequency. For 0 < ∆, the solution was sought using the Galerkin approach
(Náprstek and Fischer, 2024). The result is illustrated in Fig. 1. PDFs with respect to partial amplitudes
ac, as is shown for M = 2 and a non-negligible value of detuning δ = 0.10. The contour plot of the
estimated cross-PDF p(ac, as) is shown on the left. The middle plot depicts the sections of the PDF for
fixed values ac = {−3/2.0, 3/2} and the right-hand plot illustrates the sections for the selected values
as = {2, 3, 4}. The sections and the corresponding colors are indicated as horizontal/vertical lines in the
left-hand plots. The dashed curves show the basic analytical solution which is valid for the case zero no

Fig. 1: The Galerkin approximation of the stationary cross-PDF for M = 2 (number of stochastic moments)
and detuning value ∆ = 0.10.
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detuning is assumed. The estimates including the M = 2 Galerkin approximations are shown in solid.
It can be confirmed than corrections for M > 2 do not bring visible improvement.

4. Concluding remarks
The study of nonlinear dynamic systems under random excitations is an attractive and widely applicable
topic in various scientific and engineering domains. Nonlinearity in the mathematical model can result in
a non-zero mean of the response, even when the excitation mean is zero. As the PDFs obtained by different
methods are only approximative, their behaviours at the tail positions poses a challenging problem. This
contribution, based on a just started research, presented a historical and state-of-the-art review of available
methods and some preliminary results regarding the stationary nonlinear state based on the stochastic av-
eraging and subsequent Galerkin approach. However, the final target is the fully non-linear non-stationary
case, which is still subject of an ongoing area of research.
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Abstract: This work determines the endurance of titanium alloy samples Ti-6Al-4V, made by the incremental 
technique using LENS technology, and evaluated how the direction of specimen placement on the 3D printer 
work platform affects these properties. A static tensile test was carried out with simultaneous application  
of a digital image correlation system. The tests performer showed the effect of the direction of specimens 
alignment during printing process on the maximum stress at break. Printing direction had no significant effect 
on parameters such as maximum force at break, Young’s module, strain and Poisson’s ratios. 

Keywords:  Titanium, 3D printing, Young's modulus, LENS. 

1. Introduction 

With the use of various chemical compositions, metal alloys are characterized by a wide range of properties 
and have found wide application. Titanium alloys are characterized by low density, good corrosion 
resistance and biocompatibility. It is due to these features that interest among producers from various 
industries is growing, resulting in a constant desire to improve this material and adapt it to the needs of the 
consumer. The dynamically developing medical industry has also drawn attention to the advantages  
of titanium, in particular its biocompatibility, good corrosion resistance in the tissue environment and much 
lower density compared to iron. To influence the properties of titanium alloy, attempts are made to modify 
its chemical composition and processing parameters. In the era of technological development, incremental 
techniques involving the layered creation of a three-dimensional object based on its geometric notation in 
CAD software are becoming increasingly important. One of the 3D printing methods is the LENS method 
(laser engineered net shaping), which involves local application of material in the form of spherical metal, 
ceramic or metal-ceramic powders and sintering it with a high-power laser (Oosthuizen, 2011; Arthur, 
2018). The input in the form of spherical powders with a gradation of 44 to 150 µm should be characterized 
by high purity, chemical uniformity, and no defects. This met can be used both to produce new models and 
to supplement existing ones (Mellor, 2015; Razavi, 2018). The work, which aims to assess the mechanical 
properties of titanium samples made of the Ti-6Al-4V alloy by using LENS technology, will present  
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the results obtained during a static tensile test with the simultaneous use of a digital image correlation 
system. 

2. Methods 

The assessment of mechanical properties was carried out using the MTS Insight 2 static testing machine 
and micro-correlation by Dantec Dynamic. The MTS Insight 2 static testing machine used enables static 
tensile, compressive and bending tests to be performed with computer registration of force and elongation 
measurements. The DIC digital micro-correlation system used by Dantec Dynamic is a technique  
for measuring displacements and strains in real time, based on the analysis of high-resolution images 
performed while loading the test element. Images with an appropriate speckle structure (the technique 
requires imposing a structure on the tested surface) are archived during loads and then analyzed  
by specialized Istra 4D software. The results are presented in the form of colorful maps of displacements 
and deformations, which makes it possible to verify the formulated numerical models. The measurement 
system is fully compatible with MTS testing machines by synchronizing measurement points between  
the machine and the correlation system. This connection ensures full control over research, acquisition  
and processing of the obtained measurement data. During measurements, not only static images are 
obtained, but it is also possible to visualize the deformation process in the form of animations. In addition 
to measuring the values of the tested parameters, this gives the opportunity to analyze the deformation 
process itself, including observing the processes of cracking, crack propagation and destruction on a micro 
scale. The research material consisted of 12 paddle-shaped samples with dimensions of 65×10×2 mm, made 
using the LENS method from powdered titanium alloy Ti-6Al-4V. The samples were printed in two 
different orientations on the build plate: horizontally (X samples) and vertically (Y samples). All samples 
were annealed in an oven at 920 °C for 4 hours to eliminate internal stresses. Then they were rinsed twice 
in an ultrasonic bath for 60 minutes using waves with a frequency of 37 kHz and dried for 60 minutes. 
Finally, each surface was mechanically ground and polished. Then, a special speckled structure was applied 
to each sample using aerosol paints (white, black) in order to identify deformations by the digital image 
correlation system (Fig. 1). 

a) 

 

b) 

 
Fig. 1: Example of a test sample: a) before painting, b) after painting. 

Before starting the research, the digital image correlation system was calibrated using a specialized 
calibration plate provided by the system manufacturer. Each sample was subjected to a static tensile test  
at a speed of 5 [mm/min] at room temperature (Fig. 2, Fig. 3). In order to calculate the Poisson number,  
the value of longitudinal and transverse strains in the range of elastic strains was recorded for the tested 
samples. 

 

 

Fig. 2: Test stand. Fig. 3: Sample after the test. 
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3.  Results 

The values obtained during the tests, such as the maximum force and stress at break, were read from the 
testing machine, and the strain and Young's modulus were read from the digital image correlation system 
(Fig. 4). The results are presented in Tabs. 1 and 2. Fig. 5 shows the stress-strain curves for the tested 
samples. 

Sample 
number 

Peak Load  
[kN] 

Ultimate tensile stress 
[MPa] 

Young's modulus 
[GPa] 

Strain at Break 
[%] 

x1 18.9 946.9 - 15.8 
x2 19 950.4 116.6 15.6 
x3 18.9 945.3 114.3 14.6 
x4 18,9 943.5 114 16.6 
x5 19 948.6 113.9 17.6 
x6 18.1 903.5 117.3 15.5 

Average 18.8 ± 0.3 939.7 ± 17.9 115.2 ± 1.6 16 ± 1 

Tab. 1: Test results for samples X. 

Sample 
number 

Peak Load  
[kN] 

Ultimate tensile stress 
[MPa] 

Young's modulus 
[GPa] 

Strain at Break 
[%] 

y1 18.5 925.7 113.8 14.1 
y2 18.6 928.8 113.2 15.8 
y3 18.6 931.3 114.3 17.5 
y4 18.6 928.1 113.8 18.1 
y5 18.6 932.1 117.6 15,8 
y6 18.4 919.2 119.9 17.1 

Average  18.6 ± 0.1 927.5 ± 4.7 115.4 ± 2.7 16.4 ± 1.5 

Tab. 2: Test results for samples Y. 

 

 
Fig. 4: Strain maps for an example sample x2: a) along the sample axis,  

b) perpendicular to the sample axis. 

a) 

b) 
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Fig. 5: Stress-strain curve of samples: a) samples X, b) samples Y. 

Analyzing the influence of printing direction on the average values of maximum ultimate tensile stress, 
higher values were observed in the case of horizontal orientation of the print - 939.7 [MPa] compared to 
vertical arrangement - 927.5 [MPa]. The average maximum peak load was higher for horizontal samples 
compared to vertical ones and amounted to 18.8 and 18.6 [kN], respectively. However, the average values 
of Young's moduli and strain at break were higher for the vertical direction than for the horizontal direction 
and were 115.4 and 115.2 [MPa] and 16.4 [%] and 16 [%], respectively. Fig. 4 shows example strain maps 
obtained from the digital image correlation system for a plane parallel to the direction of sample stretching 
and for a perpendicular plane. The strain values read for two mutually perpendicular directions were then 
used to calculate the Poisson number. The average value of Poisson's number for samples X was 0.3 and 
for samples Y it was 0.4. 

4.  Conclusions  

The tests carried out showed the influence of the printing direction on the maximum value of stress at break. 
A greater result was observed in the horizontal than in the vertical position. However, the printing direction 
did not have a significant impact on parameters such as maximum force at break, Young’s modulus, strain 
and Poisson’s ratios. 
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AUGMENTED M5 GEOMETRY OF HUMAN VOCAL FOLD
IN PHONATORY POSITION – PILOT RESULTS

Hájek P.∗, Horáček J.∗∗, Švec J. G.∗∗∗

Abstract: The presented contribution deals with a newly designed parametric planar geometry of the vocal fold
– the augmented M5 model – which is fitted to a real-shaped human vocal fold. The real shape of the vocal fold
during a phonatory position for 112 Hz was obtained from a plaster cast and was digitized by optical scanning.
The geometry model of the vocal fold surfaces was constructed based on the data from the optical scanner and
the augmented M5 model was fitted to a coronal slice of the selected vocal fold surface. The equations of
the augmented M5 model are explained and its parameters, tuned to the real vocal fold geometry, are provided.
The fitting is done in Python 3.8.5 using the scipy.optimize.curve fit package, which contains non-
linear least squares method. It is shown that the augmented M5 model fits the real data with coefficient R2

close to 1 and the tuned parameters are in a good agreement with the overall vocal fold dimensions and with
the parameters of the original 2D M5 model.

Keywords: Vocal fold, M5 geometry, non-linear least squares, curve fitting, phonatory position.

1. Introduction

Computational modeling of human phonation is a demanding task requiring knowledge of the underlying
physics, interactions between the vocal folds and fluid flow, materials of the soft tissues and warmer humid
air and the geometry of the human larynx. The latter is often simplified to an idealized parametric geometry.
Such a parametric geometry of the human vocal fold can be implemented in a code, there is a possibility to
tune its parameters, but it can also be physically inaccurate.

There have been numerous attempts, e.g. in Titze (1989); Alipour and Scherer (2000); Scherer et al. (2001);
Alipour-Haghighi and Scherer (2015); Li et al. (2012); Xue et al. (2014); Wu and Zhang (2016, 2019); Chen
et al. (2020), to define the geometry of the human vocal fold using highly simplified geometries as well as
relatively complex ones – each was suitable for different approaches in computational or experimental
modeling. One of the most widely used geometries is the three-parametric M5 shape of the vocal fold
(Scherer et al., 2001). The key part of the planar geometry consists of two circular arcs with a tangent line
between them. Although this shape fits the real vocal fold well, the other two tangents representing upper
and lower boundary of the vocal fold are too simplified to fit the real shape of the vocal fold. To overcome
this limitation, an augmented 2D M5 vocal fold shape is constructed and presented here.

2. Methods

The augmented M5 geometry is based on a plaster cast of the human larynx in the phonatory position at
the vocal folds self-oscillation frequency of 112 Hz, which was obtained and described in our previous
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Olomouc; 17. listopadu 1192/12; 779 00, Olomouc; CZ, jan.svec@upol.cz

doi: 10.21495/em2024-106
106



study (Šidlof et al., 2008). The plaster cast (see Fig. 1a) was digitized with an accuracy of 0.1 mm using
the SHINING 3D EinScan-SE optical scanner, see Fig. 1b). The resulting stereolithography (STL) geometry
model was cut, cleaned and smoothed in GOM Inspect to extract the vocal folds (Fig. 1c) and to obtain
the final STL surfaces of the left and right vocal folds in 3D (Fig. 1d).

a) b)

LR

c)

LR

d)

Fig. 1: Stages of digitalization of the plaster cast: a) plaster cast of the human vocal folds (encircled); b) raw
digitized geometry of the plaster cast; c) view from the cranio-caudal direction of the extracted vocal folds (cut part

is marked) and d) cleaned and smoothed surfaces of the vocal folds (representative slice
is marked on the left vocal fold). Left and right vocal folds are labeled.

The left vocal fold from the Fig. 1d) was then processed in Python 3.8.5 using the numpy-stl package.
The loaded surface of the vocal fold was sliced by the frontal plane to obtain a representative slice of
the vocal fold surface. The surface was finally fitted by the augmented M5 geometry model. The fitting was
performed using the non-linear least squares method from the scipy.optimize.curve fit package.

2.1. Augmented M5 geometry as a fitting function

Unlike the original three-parametric M5 model (Scherer et al., 2001), the augmented M5 model has eight
parameters: Ro, T , Ψ (these are the original M5 parameters, see Fig. 2a) that fully control the geometry be-
tween points B–E andRAB , αAB , REF , βEF and β (these are the added parameters) that control the lower
and upper boundary of the vocal fold, which are designed as two circular arcs, see Fig. 2b). Like the original
M5 model, also the augmented M5 geometry forms a smooth curve with tangency between each line or arc.
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Fig. 2: Development of the augmented M5 model: a) the original M5 geometry with: Ro = 0.987 mm,
T = 3.000 mm and Ψ = 5 ° and b) the augmented M5 geometry with the remaining parameters:

RAB , αAB , REF , βEF and β.

The fitting function is a piecewise-defined function with arcs and a straight line between pointsA–F . Points
G and H are the centers of the two arcs from the original M5 model, see Fig. 2b). The centers of the arcs
between points A and B and between E and F are not shown in Fig. 2b), but are labeled by points I and J ,
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respectively. Since the geometry is planar, each point has two coordinates in x and y denoted by a subscript.
The equations of the point coordinates are as follows:

Ax = −
(
WG

2
+

Ro
1 − sin Ψ/2

)
−RAB · sinαAB, (1)

Ay = Yoff +RAB · (1 − cosαAB) , (2)

Bx = −
(
WG

2
+

Ro
1 − sin Ψ/2

)
, (3)

By = Yoff , (4)

Cx = −
(
WG

2
+

Ro
1 − sin Ψ/2

)
· (1 − cos Ψ/2) , (5)

Cy = Yoff −
Ro

1 − sin Ψ/2
· (1 + sin Ψ/2) , (6)

Dx = −
{
WG

2
+

[
T ·

(
1 +

sin Ψ/2

2

)
− Ro

1 − sin Ψ/2

]
· tan Ψ/2

}
, (7)

Dy = Yoff − T ·
(

1 +
sin Ψ/2

2

)
, (8)

Ex = Dx − T ·
(

cos Ψ/2

2
− sinβ

2

)
, (9)

Ey = Yoff − T ·
(

1 +
cosβ

2

)
, (10)

Fx = Ex +REF · [sinβ − cos (π/2 − β − βEF )] , (11)
Fy = Ey −REF · [cosβ − sin (π/2 − β − βEF )] , (12)

Gx = Bx, (13)

Gy = Yoff −
Ro

1 − sin Ψ/2
, (14)

Hx = Dx − T · cos Ψ/2

2
, (15)

Hy = Yoff − T, (16)
Ix = Bx, (17)

Iy = Yoff +RAB, (18)
Jx = Ex +REF · sinβ, (19)
Jy = Ey −REF · cosβ. (20)

These equations are derived for programming purposes rather than being in the most elegant form. Besides
the eight parameters that control the geometry, there are two parameters WG (width of the glottis) and
Yoff (y offset) that control an offset of the entire geometry in x and y directions, respectively, and which
are necessary for a correct fit with respect to a chosen reference point. The complete geometry is placed
in the third quadrant of a plane. The line and the arcs between the points from Eqs. (1) to (20) can be
constructed very easily using linear equation and Pythagorean theorems, respectively.

3. Results and Discussion

The fit from a representative slice in the center of the selected vocal fold is shown in Fig. 3 together with
the resulting parameters. The augmented M5 geometry (the multicolored line in Fig. 3) fits the real shape
(the blue dots in Fig. 3) with coefficient R2 = 0.999. Glottis is in a divergent shape with Ψ < 0. The angle
β is sharper than the angle of 40 ° in the original M5 geometry (recall Fig. 2a). The parameters RAB and
REF describe the curvatures of the lower and upper boundaries of the vocal fold and are of the order of
mm. The parameters αAB and βEF define the length of the arc of the upper and lower boundary and are
at the upper limit of the bounds given in the non-linear least squares method. The parameters Ro, T and Ψ
are close to the original parameters stated in Scherer et al. (2001).

108



Fig. 3: The augmented M5 geometry fitted on data from the real vocal fold (left) with the resulting parameters (right).

4. Conclusions

The augmented M5 geometry of the vocal fold presented here fits the real shape of the human vocal fold very
well, with R2 better than 0.99. This geometry can be reconstructed from Eqs. (1) to (20) and the resulting
parameters given in Fig. 3 and can be used for subsequent numerical or experimental analyses of the human
voice production. The fitting code is available on https://github.com/hajekpc/Augmented-
M5-geometry.git.
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ANALYTICAL INVESTIGATION OF MARS DRONE  
CONCEPTUAL DESIGN 

Havran E.* 

Abstract: An analysis of Mars rotary wing aircraft was done, regarding a quadcopter design. A mission profile 
was proposed, that could be generalized to multiple mission goals. Energy requirements for such a mission 
were computed and then a mass sizing of the drone was calculated. This resulted in various design points 
of Mars drones, in accordance with what initial conditions (for example rotor count) were chosen. Next, using 
blade element momentum theory, an analytical model of the rotors was calculated and implemented to the 
drone, so as to create a conceptual design for later research and development use. 

Keywords:  Mars drone, conceptual design, mass sizing, blade element momentum theory. 

1. Introduction 

As Mars exploration picks up its pace, with multiple planned missions in the next decades, the exploration 
and possible colonization of the planet will require more advanced technologies. A capability gap exists 
between immobile landers, mobile rovers that can nevertheless cover only a small distance in comparison 
with the surface of the planet and orbiting satellites that can cover large swaths of it at the expense  
of resolution of the pictures when dealing with surface mapping, or inability to take samples from 
interesting areas. Mars aircraft, especially ones with vertical take-off landing capabilities, offer a huge 
opportunity to bridge this gap, as was laid out by Young (2000). In recent years a technological 
demonstrator- the Ingenuity Mars Helicopter, was designed and tested on Mars, proving the applicability 
of rotary wing aircraft usage on the planet. However, Ingenuity only had a small size with no scientific 
payload and as such, larger Mars drones are being developed. While only in the conceptual phases, 
examples could include the work by NASA published for example in Johnson and Withrow-Maser (2020) 
or work by Aoki et al. (2018). Both used slightly different conceptual design principles to create the concept 
and as such there was slight variation of the results. For creating a new conceptual design of a Mars drone, 
utilizing both of these design processes and implementing knowledge of the blade element momentum 
theory of helicopters, a qualitative and quantitative analysis of a general Mars drone could have been 
created. The author utilized this as part of his diploma thesis (Havran, 2023).  

Mars has a different environment than Earth. For rotary wing aircraft this is mainly noticeable in the very 
thin atmosphere, which also has a different composition. This results in a very low Reynolds number  
and Mach number of the flows, creating a specific case not encountered on Earth, explained by Koning et 
al. (2018). The decrease in rotor performance thanks to the thin atmosphere is alleviated a little by the lower 
gravitational acceleration on Mars.  

2. Mission profile and energy requirement 

Before a Mars drone could be designed, a mission profile needed to be created. A study by Balaram  
and Daubar (2019) listed possible mission goals. To design a concept, that can be utilized for multiple 
mission goals, considering a general mission profile without a specific mission goal was beneficial.  
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It consisted of the following parts: 1) Wake-up from sleep and preparation for flight; 2) Take-off; 3) Climb 
to altitude of 200 meters; 4) Flight for a distance of 1 000 meters with forward speed of 5 m/s; 5) Hovering 
for 2 minutes; 6) Descend to 0 meters; 7) Landing; 8) Recharge and sleep for 1 sol till the next mission. 
Energy requirements for one day of operations were calculated in accordance with Dorling et al. (2017) for 
the in-flight part. Landed energy consumption assumed a steady power usage of 10 W. Total energy 
required for the drone for 1 sol is shown in Fig. 1. in relationship with the assumed drone mass Mtotal. 

 
Fig. 1: Total energy required for 1 sol in relationship with total drone mass. 

2.1. Mass sizing 

Two methods for mass sizing were evaluated. Method 1 stemmed from Johnson (2020) and method 2 from 
Aoki et al. (2018). For the sake of brevity, only method 1 is described in this paper. Before both could be 
utilized, drone rotor disk count had to be decided. Four cases were studied: a tricopter, quadcopter, 
hexacopter and octacopter. A design assumption of variables is given in Tab. 1 approximated from other 
Mars drone concepts listed in Havran (2023). Drone masses from 1 to 35 kg were considered.  

Coefficient of thrust CT 0.02 [-] 

Coefficient of torque CQ 0.0023 [-] 

Solidity σ 0.18 [-] 

Rotor tip speed Vtip 0.7 Mach 

Tab. 1: Assumed variables. 

Rotor tip speed was limited to only 0.7 Mach to create a large cushion of possible improvement in forward 
speed and rotor performance in following studies and ensure appropriate results in the concept design phase. 
For method 1, total blade area Ab, masses of the blade, supporting arms from the fuselage to the rotor 
housing, fuselage, landing gear, motors and battery were first calculated. As these values used rotor radius 
and blade area, different results could have been achieved by having different rotor counts. For simplicity’s 
sake, only the quadrotor was further analyzed.  

 𝐴  =  𝜎 ⋅  𝐴   (1) 

 𝑀ௗ  =  1.1 ⋅  𝐴 (2) 

 𝑀  =  0.2 ⋅  𝑟௧  (3) 

 𝑀௨௦ = 28 ⋅ ቀ
ெೌ

ଵ
ቁ

మ

య (4) 

 𝑀  =  0.067 ⋅  𝑀௧௧ (5) 

 𝑀௧ =
ಷೡ

ఘೝ
+ 𝑀௧ (6) 

 𝑀௧  =
ଵ.ଷ⋅ ாೌ

ఘ್ೌ
 (7) 

Controller mass was assumed to be 0.11 kg. Power density of the motor ρmotor was chosen in accordance 
with off-the shelf components available for RC airplanes as 2 500 W/kg. Battery power density  
ρbat of 218.5 Wh/kg including the battery management system and assuming end of life cycle was chosen. 
This value was commercially available in high end products. To prolong the battery life, it was necessary 
to ensure energy reserves both on top and low ends of the battery charge. This was achieved by adding 
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30 % to the total required energy. Recharging the battery was done by solar panels. Their size depended  
on recharge time and rate, so a total time in direct sunlight during 1 sol was calculated as 35 % of a sol, 
about 5.6 hours. From this the needed charging power of the solar panels was calculated.  

 𝑃௦  =
ாೌ

.ଷହ⋅௧ೞ
  (8) 

Taking the values introduced in Johnson (2020) for solar cell power density of 21.9 W/m2 and mass density 
of 2 kg/m2 allowed solar cell mass to be calculated. 

 𝑀௦  = 2 ⋅ 𝐴௦  (9) 

Two additional constant masses added were for avionics at 1.2 kg, including navigational  
and communicational equipment and a payload reserve of 2.02 kg without specification. The total mass 
Mtotal was first assumed to the values of 1 to 35 kg.  

Results are shown in Fig. 2. These also included a version with 15 % added mass as a buffer, because  
it could be expected that empirical formulas used for mass assumption were not accurate. Msum 
corresponds to the mass calculated from above formulas. Mass divergence shows the difference between 
the calculated Mtotal and initially assumed Mtotal. If the initially assumed mass and calculated one are the 
same – the divergence is 0- then a design point was formed. Changing the required payload, or flight profile 
changed the design point too and thus a large array of values could have been quickly evaluated. 

 
Fig. 2: Mass convergence graph. 

2.2.  Aerodynamics of rotors 

Aerodynamic analysis using blade element momentum theory (BEMT) was utilized. The principle  
of BEMT was that a nondimensional rotor induced inflow ratio λ in hover could be computed, assuming  
a linear lift polar curve shape of an airfoil. A known and tested triangle airfoil by Suwa et al. (2012) was 
assumed, where a clearly linear part of its lift polar was narrowed down. The blade was also assumed to be 
of rectangular planform and with constant pitch angle along its span. The calculations used by BEMT were 
widely published, for example in Leishman (2008).  

Flow around the rotor blade was influenced by induced flow and this resulted in different real angles  
of attack of the flow on the blade. Thanks to the induced inflow ratio, the final effective angle of attack α 
along the blade was calculated from the pitch angle of the blade (a given geometrical property of the blade). 
Fig. 3 shows the effective angle of attack along the blade radius r for different pitch angles of the blade. 
This was shown for a drone mass of 15 kg. Fig. 4 on the other hand shows the effective angle of attack  
for pitch angle of 2 ° for various drone design points.  

 
Fig. 3: Effective angle of attack for different pitch angles for a drone with a mass of 15 kg. 
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Fig. 4: Effective angle of attack for different drone masses for a blade pitch angle of 2 °. 

3.  Conclusions 

Utilizing aerodynamic characteristics of the rotors, drone mass and a components list, a finalized conceptual 
design of the drone was created. As the used airfoil was not optimized and the blade was assumed to be  
of rectangular shape, the resulting drone performance could be vastly improved upon by a specifically 
designed and optimized rotor blade using better airfoils. As such, the resulting graphs are useful for the 
conceptual design phase of a Mars multicopter and could be used with little modifications to provide a base 
for more advanced and specific research and development of a Mars rotary wing vehicle in multiple possible 
configurations and mission goals. 

Acknowledgement  

This work has been supported by the project No. FSI-S-23-8163 funded by The Ministry of Education, 
Youth and Sport (MEYS, MŠMT in Czech) institutional support. 

References  
Aoki, R. et al. (2018) Conceptual Helicopter Design for Exploration of Pit Craters and Caves on Mars, In: AIAA 

Atmospheric Flight Mechanics Conference, AIAA SPACE Forum, Orlando, FL. 
Balaram, J. et al. (2019) Helicopters on Mars: Compelling Science of Extreme Terrains Enabled by an Aerial Platform, 

9th International Conference on Mars, Pasadena, 6277. 
Dorling, K., Heinrichs, J., Messier, G.G. and Magierowski, S. (2017) Vehicle Routing Problems for Drone Delivery, 

IEEE Transactions on Systems, Man, and Cybernetics: Systems, 47(1), pp. 70–85. 
Havran, E. (2023) Mars Drone conceptual design. Diploma thesis, Brno University of Technology, Faculty  

of Mechanical Engineering, Institute of Aerospace Engineering. 
Johnson, W. and Withrow-Maser, S. (2020) Mars Science Helicopter Conceptual Design. Moffet Field, CA, Ames 

Research Center. 
Koning, W. J. F., Allan, B. G. and Johnson W. (2018) Generation of Mars Helicopter Rotor Model for Comprehensive 

Analyses, In: AHS Specialists´ Conference on Aeromechanics Designs for Transformative Vertical Flight, San 
Francisco, CA, 22 p. 

Leishman, J. G. (2008) Principles of helicopter aerodynamics. 2nd edition, Cambridge University Press, Aerospace 
Series, Cambridge. 

Suwa, T., Nose, K., Numata, D., Nagai, H. and Asai, K. (2012) Compressibility Effects on Airfoil Aerodynamics  
at Low Reynolds Number, In: 30th AIAA Applied Aerodynamics Conference, AIAA, Reston, VA. 

Young, L. A. (2000) Vertical Lift – Not Just For Terrestrial Flight. Moffet Field, CA, Ames Research Center.  

0
0,2
0,4
0,6
0,8

1
1,2
1,4
1,6
1,8

2

0 0,1 0,2 0,3 0,4 0,5 0,6 0,7 0,8 0,9 1

α
[°

]

r [-]

1kg

15kg

20kg

30kg

10kg

113



30th International Conference
ENGINEERING MECHANICS 2024

Milovy, Czech Republic, May 14 – 16, 2024

ON DIFFUSION, REACTION, AND FLOW OF HIGH-CONCENTRATION
MULTICOMPONENT GAS MIXTURES

Hlavatý T.∗, Isoz M.∗∗

Abstract: Heterogeneous catalysis contributes to producing more than 80 % of all chemical products in the
world. Industrial heterogeneous catalysis is a complex process that combines fully three-dimensional mass,
momentum, and energy transport on several scales. In the present work, we leverage our previously developed
CFD solver for non-isothermal heterogeneously catalyzed reactive flow based on the finite-volume method and
extend it with multicomponent Stefan-Maxwell diffusion description to handle high-concetration multicompo-
nent mixtures. The resulting framework is verified and validated on the simple Stefan tube experiment, for
which an analytical solution is available.

Keywords: Stefan-Maxwell diffusion, high concentration reactive flow, OpenFOAM.

1. Introduction

Heterogeneous catalysis plays a crucial role in numerous industrial chemical processes, ranging from mo-
bile applications in catalytic converters for automotive exhaust gas aftertreatment to stationary large indus-
trial reactors for natural gas conversion (Tischer et al., 2001) or ethylene oxychlorination. In the case of
mobile catalysts, the active catalytic material is usually coated in the form of a porous layer on the walls of
monolith channels (Blažek et al., 2021). For the fixed-bed reactors, the catalyst is deposited on and inside
catalyst-carrying particles.

However, there is still significant room for optimization of such processes (Fechete et al., 2012). The effi-
ciency of an arbitrary heterogeneous catalyzed process is strongly dependent on all the transport processes
inside the system. In particular, focusing onto mass transport, the following needs to be taken into account,
(i) global transport of reactive species inside the reactor, i.e., to and from porous media coated with catalytic
material, (ii) local diffusive transport inside the porous structure of the catalyst, and (iii) adsorption of re-
actants onto active sites and subsequent reaction followed by desorption of products. Furthermore, despite
the fact that the proper description of the high-concentration-mixture diffusion, which is common in the
real-life industrial processes, is well known for a long time (Taylor and Krishna, 1993), the most of the
newly developed computational fluid dynamics (CFD) solvers for coupled momentum and multicomponent
mass transfer, e.g. (Chandra et al., 2020), rely on simplified (linear) Fick’s diffusion.

The main goal of the present work is to extend our previously developed solver for heterogeneously cat-
alyzed reactive flow (Hlavatý et al., 2023b) by the Stefan-Maxwell diffusion description to deal with the
high-concentration mixtures commonly present in the industrial chemical reactors.

2. Model description

The presented model stems from our previously published OpenFOAM solver for the heterogeneously
catalyzed reactive flow for the simulations of the catalytic filters in the automotive exhaust gas aftertreat-
ment (Hlavatý et al., 2023b). Non-isothermal reactive flow of an ideal gas in the heterogeneous domain Ω

∗ Ing. Tomáš Hlavatý: University of Chemistry and Technology, Technická 5; 166 28, Prague; CZ, and Institute of
Thermomechanics, CAS, Dolejškova 1402/5; 182 00, Prague; CZ, hlavaty@it.cas.cz
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is assumed, while the heterogeneity of Ω is ensured by dividing Ω in free space (Ωfs) and porous media
(Ωpm), such that Ω = Ωfs ∪ Ωpm and Ωfs ∩ Ωpm = ∅, and by using (i) effective diffusion coefficients, and
(ii) piece-wise continuous right hand side of governing equations, see (Hlavatý et al., 2022, 2023a,b).

Assuming a Newtonian gas, neglecting heat mechanical sources, and marking the velocity u, the mass
density ρ, the pressure p, and the temperature T , the steady-state momentum, mass, and heat transfer can
be, in order, described by the following set of balances,

∇ · [ρuuᵀ]−∇ · [µ (∇u + (∇u)ᵀ)] = −∇p+ ρsf , (1)

∇ · (ρu) = 0 , (2)

∇ · (uρωi)−∇ ·
(
ṁD

i

)
= sri , i = 1, . . . , n− 1 , (3)

∇ · (ρucpT )−∇ ·
(
λeff∇T

)
= sh , (4)

where µ is the dynamic viscosity of the gas, λeff is the effective heat conductivity, and cp is the heat
capacity. For more information on parameters’ computations see (Hlavatý et al., 2023a). The source term
ρsf describes the resistivity of the flow through the porous medium (Ωpm) and is defined based on the
Darcy permeability model (Kočı́ et al., 2019). Reactions are assumed to occur only in the catalytic material,
and the chemical-reactions and enthalpy sources are, in order, defined in the form

sri =

{
0 in Ωfs

νiϕc s
rMi in Ωpm

, sh = ϕc s
r(−∆Hr) , (5)

where νi is the i-th component stoichiometric coefficient, ϕc is the volumetric fraction of the catalyst, and
sr is the reaction rate computed from a rate law considering the local gas temperature and composition.

The gas mass density is assumed to be linked with pressure, and temperature via the ideal gas law (6)1,
where Rg is the universal gas constant and Mg is the composition-dependent molar mass of the gas (6)2,
where ωi, and Mi are the i-th chemical specie mass fraction, and the molar mass, respectively. Supposing
a gas mixture of n species, the mass fraction of the n-th component can be expressed using (6)3,

ρ =
pMg

Rg T
, Mg =

1∑n
i=1 ωi/Mi

, ωn = 1−
n−1∑
i=1

ωi . (6)

The main contribution of the present work lies in an extension of the specie diffusion mass flux calculation,
mD

i . In our previous implementations, the diffusive mass flux was computed using Fick’s law valid for
small concentrations. In the present work, universal Stefan-Maxwell description of the diffusive fluxes is
utilized and implemented within the developed solver. Working in the mass-average frame, the Stefan-
Maxwell relations can be expressed in a compact matrix form as;[

ṁD
]

= ρ
[
D0
]

[∇ω] , (7)

where
[
ṁD

]
is the matrix of the diffusive mass fluxes of the (n− 1) chemical species, i.e. in three spatial

dimensions
[
ṁD

]
∈ R(n−1,3), and [∇ω] is the matrix of the mass fraction gradients, of the same dimen-

sion (Taylor and Krishna, 1993). The symbol
[
D0
]

stands for the (n − 1, n − 1) dimensional matrix of
the multicomponent diffusion coefficients in the mass average frame, which can be calculated as suggested
by Taylor and Krishna (1993),[

D0
]

= [Bou] diag (ω/y)
[
B−1

]
diag (y/ω) [Buo] , (8)

where [Bou], and [Buo] are mutually inverse matrices of the transformation from the mass to molar average
frame and vice versa, respectively. The used form of the transformation matrix is,

[Bou]i,k = δi,k − ωi

(
1− ωn yk

yn ωk

)
, i, k = 1, . . . , n− 1 , (9)

where yi is the molar fraction of the i-th specie, and δi,k is Kronecker delta.
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Diagonal matrices diag (ω/y)i,i = ωi/yi and diag (y/ω)i,i = yi/ωi are ratio of the mass (ω) to the molar
fraction (y) and vice versa. Finally, the matrix of the diffusion coefficients in the molar average frame[
B−1

]
is computed as the inversion of the (n − 1, n − 1) dimensional matrix [B], whose coefficients are

defined as follows,

[B]i,i =
yi
Di,n

+

n∑
k=1,i6=k

yk
Di,k

, (10)

[B]i,j = −yi
(

1

Di,j
− 1

Di,n

)
. (11)

Note that the matrix of the diffusion coefficients
[
D0
]

is composition-dependent, which means that the
Stefan-Maxwell diffusion leads to a non-linear problem.

In general, it is difficult to determine the Stefan-Maxwell binary diffusion coefficients Di,j . However, con-
sidering the ideal gas and heterogenous domain, Ω = Ωfs ∪ Ωpm, we can assume that the Stefan-Maxwell
binary diffusion coefficients are equal to the effective Fick binary diffusion coefficients,Di,j = Deff

i,j , whose
calculation is taken from (Hlavatý et al., 2023a).

3. Numerical results

The new implementation of the diffusive flux was validated on the well known benchmark case of the Stefan
tube with the high concentration diffusive mass transfer.
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Fig. 1: a) Schematics of the Stefan tube, b) comparison of molar fraction profiles in the Stefan tube computed with
different implementations of the custom solver with the experimental data by Carty and Schrodt (1975).

The Stefan tube is a simple device schematically depicted in Fig. 1a. At the bottom of the tube, there is
a level of the acetone/methanol mixture. The vapor evaporates and diffuses to the top of the tube. A stream
of the inert gas flows across the top of the tube, which keeps the mole fraction of diffusing vapors close to
zero there (Taylor and Krishna, 1993). As the diffusion to the top of the tube is a relatively slow process,
the change of the liquid level is slow and we can assume a pseudo-steady state. With such an assumption,
the boundary conditions for the molar fractions of all the acetone and methanol are Dirichlet and constant,

yi(0) =
ps
i

p
, yi(L) = 0 , (12)

where ps
i is the saturated vapor pressure and the system of mass balances (3) can be reduced to the set

of the ordinary differential equations with the analytical solution. Furthermore, Carty and Schrodt (1975)
published experimental data on the diffusion of acetone/methanol mixture in pure nitrogen. This allowed
us to compare new solver concentration profiles (dashed lines) with the analytical solution (solid lines),
experiment (triangles), and the old solver implementation (dotted lines) in Fig. 1b.

Let us emphasize three things: (i) the old solver-implementation (old Fick), which assumes constant molar
mass of the gas, is not capable resolving cross-diffusion effects occurring in the Stefan tube with a high
concentration of the diluted gases, (ii) the new solver-implementation (new S-M) predicts results almost
identical to the analytical solution, and (iii) they provide quite good agreement with the experiment.
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4. Conclusion

In the present contribution, we delineated fundamental principles of a solver applicable to the simulation
of heterogeneously-catalyzed reactive flows. The new solver allows for the simulations of non-diluted re-
active mixtures with simultaneous momentum, heat, and mass transfer, while the mass transfer treatment
comprises the Stefan-Maxwell approach to multi-component diffusion. For the simplified case of a mass
transfer in a Stefan tube, the new solver provides results in a perfect agreement with both the experiment and
the available analytical solution. The proposed solver extension allows one to properly describe and opti-
mize complex industrial processes, such as ethylene oxichlorination which is descibed in detail in (Hlavatý
et al., 2023a) and illustrated in Fig. 2.
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Fig. 2: a) Streamlines colored by streamwise velocity component in industrial packed bed,
b) oxygen mass fraction (ωO2 ) contours on longitudinal cut through the geometry.
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TEMPERATURE FIELD EVALUATION USING INJECTION  
MOLD THERMAL INSERTS  

Holesovský F.*, Hejna M.** 

Abstract: This article deals with thermal inserts in injection molds and their effect on the mechanical 
properties of crystalline plastics. Description and solution of the temperature field, mathematical-physical 
analysis of the solution of temperature fields, methods of temperature measurement, non-contact temperature 
measurement, touch temperature measurement, course of temperature fields in the injection mold, evaluation 
of the effect of thermal inserts on the distribution of the temperature field in the injection mold are given. 
Methods of evaluating the temperature field are presented here. In this part, the measurement of temperature 
fields in an injection mold containing thermal inserts is also performed. 

Keywords:  Thermal inserts, temperature field, injection mold. 

1. Introduction 

The processing of plastics is currently a field that is still developing, mainly because their processing is 
cheap and at the same time productive. The great development of the use of plastics is mainly  
in engineering, especially in the automotive industry, electrical engineering, construction and packaging 
technology (Hejna, 2004). 

In practice, more and more demands are placed on the product to be as cheap as possible, produced in the 
shortest possible time and have the appropriate properties. These demanding requirements are met by the 
processing of plastics using injection technology. This technology can produce products with good 
dimensional and shape accuracy. Other advantages also include the high utilization of processed material, 
thus meeting the requirements for waste-free technology. However, the purchase price of both  
the machinery and the injection mold is quite high, which is why this technology is suitable for large-scale 
and mass production (Hejna, 2004). 

The injection molding process can be shortened mainly by the cooling time, i.e. by removing heat from the 
shaped cavity of the mold, this can be achieved by tempering the injection molds. One of the many methods 
of tempering injection molds is the use of thermal inserts, which remove heat from the mold cavity. Whether 
this method of tempering will affect the mechanical properties of crystalline plastics is discussed in this 
article (Hejna, 2004). 

2. Temperature field in injection form 

2.1. Description and solution of the temperature field 

The process of cooling the injection mold is a non-stationary, cyclically repeating process that takes place 
in the temperature range from the melt temperature to the mold temperature. This temperature system 
creates a cyclic three-dimensional temperature field, which is most influenced by the choice, construction, 
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method of location and efficiency of the temperature system, or Tempering agent, mold and product 
material. 

Taking into account the characteristics of the injection molding, cooling should take place uniformly and 
at the same speed in all parts of the injection mold. However, this depends on the design of the tempering 
system and the distribution of the temperature fields in the tool. In the ideal case, which cannot be achieved 
in practice due to very rapid changes in temperature over time, the spray should have the same temperature 
during cooling at all points in the layer at the same distance from the surface. Uneven distribution 
of temperatures in the mold cavity and on the surface of the injection, i.e. an inhomogeneous temperature 
field, results in the risk of dimensional and shape deviations of the injection. Temperature differences 
between individual injection areas cannot be avoided, but due to knowledge of the distribution 
of temperature fields, they can be influenced so that they are within acceptable limits and reproducible 
in each cycle. 

The temperature field in the jet is clearly determined by its geometry (shape and dimensions), material 
properties, temperature distribution at a certain moment and conditions of heat transfer over the entire 
surface of the body and during the investigated phase. If we use rectangular coordinates x, y, z, the 3D  
non-stationary temperature field (temperatures at points with coordinates x, y, z are functions of time)  
at time t is generally described by the following function (Hejna, 2004): 

 T = T(x, y, z, t) (1) 

where:  T … temperature [K], 

x, y, z … Cartesian coordinates [m], 

t … time [s]. 

The uneven distribution of temperature in the body results in a heat flow in the direction of decreasing 
temperature: 

 q = -grad T (2) 

where:   … coefficient of thermal conductivity [W/m.K], 

grad T … temperature gradient in form [K/m]. 

Injection molds are most often metal, and for other solutions it can be considered that the material forms 
a homogeneous environment and heat is shared in it by conduction. Non-stationary heat conduction in the 
body (in our case in injection and injection form) is described by the partial differential Fourier equation 
(3). This equation describes the temperature distribution in the injection mold at any instant of time. 
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For a homogeneous environment (x = y = z = of the mold material, the following relation applies: 
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where:  డ்

డ௧
… temperature change with time [K/s], 

 a… coefficient of thermal conductivity [m 2/s] defined by the relation: a = cv, 

 … density [kg/m3], 

 cv… specific heat capacity at constant volume [J/kg3.K], 

 t… time [s], 

 x, y, z … thermal conductivity coefficient of the form in the direction (x,y,z) [W/m.K], 

 qzdr… heat output of internal sources [W/m2]. 

The term qzdr is added to the right side of Eq. (3) when heat is released in the material of the body as a result 
of chemical or physical changes. It represents the specific heat output of internal sources. 
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Fig. 1: Temperature field in the injection mold with different methods of tempering and different 

temperatures of the tempering medium (Hejna, 2004). 

 
Fig. 2: Temperature field in the injection mould for different tempering methods  

at Ttm = 20 °C (Hejna, 2004). 
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Fig. 3: Temperature field in the injection mould for different tempering methods  
at Ttm = 40 °C (Hejna, 2004). 

3.  Conclusions 

From the time dependences of temperatures (see Figs. 1–3) it can be seen that when using thermal inserts 
in the injection mold, heat was removed from the shaped cavity of the injection mold in both measured 
locations, due to their greater ability to accumulate heat than the mold material. At the temperature of the 
tempering medium Ttm = 20 °C, more heat was removed from the shaped cavity of the injection mold than 
at the temperature Ttm = 40 °C and Ttm = 60 °C. There is also slightly greater heat dissipation with copper 
thermal inserts than with steel ones, which is due to the higher thermal conductivity of copper (Hejna, 
2004). 

An interesting and important finding is the finding that when thermal inserts are used in the tool, the 
difference between the maximum and minimum temperature of the mold decreases. 

Disadvantages of measuring the temperature field in the injection mold by the non-contact method using 
thermocouples include the disturbing effects of the hydraulic mechanism of the injection press. Although  
a galvanically isolated converter was used and the thermocouples were placed in a steel jacket, it was not 
possible to eliminate these effects. Among the other external influences that caused the course of the curves 
to oscillate, we can consider the opening of the barrier in the closing unit of the injection press, the operation 
of the pump during the plasticization of a new batch of material and, in particular, the movement of the 
moving part of the mold. Unfortunately, even after the introduction of additional filtering of the measured 
values to suppress interfering signals, the adverse effects were not eliminated (Hejna, 2004). 
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STRESS-STRAIN ANALYSIS OF THE EFZ–22 SAND FILTER  
PRESSURE VESSEL 
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Abstract: Non-heat able pressure vessels appear on a large scale in engineering practice. In the field of water 
supply, i.e. in water treatment plants, this is one of the basic characteristics for a closed filter container. It is 
therefore obvious that there is a need to devote more attention to this discipline in terms of construction, 
calculations of individual shapes, attachments, penetrations and the establishment of these structural devices. 
The company Envites (www.envites.cz) is engaged in the market from designing, calculating up to the in-house 
production of individual products that serve as technologies for water and sludge treatment. One of the main 
aspects is the separate calculation of the pressure part of the vessel. In many cases, it is a pressurized, insoluble 
container of larger volumes and weights. In this post, we will deal with the calculation for three pressure 
vessels and show the calculation procedure on one of these vessels. These two containers are designed as sand 
filters for industrial water filtration, which is used in industrial facilities. 

Keywords:  Envites, pressure vessel, shell, numerical calculation, EFZ–22 sand filter. 

1. Introduction 

One of the essential raw materials for industry is water. In the field of industry, however, it is not water that 
is obtained only from wells or rivers. It is necessary to adjust this water so that it meets the specified input 
parameters for possible further use in engineering. It is thus the removal of unwanted elements, minerals 
and microbes from the water, which under the given conditions lead to damage or the subsequent disposal 
of machinery. Another possible source of water is from waste parts of the operation. The water obtained in 
this way needs to be technologically processed so that its parameters correspond to the input requirements 
for the given technology. One of the basic and suitable treatments is pressure sand filtration. The efficiency 
of vertical pressure filters is determined by the grain size of the sand used as filling. The grain size ranges 
from 0.6 mm to 1.2 mm. The average capture of impurities in the given grain size range is up to 40 m.  
In order for the equipment designed in this way to work flawlessly, it is necessary to design the steel 
pressure vessel correctly. The basic dimensions of the pressure vessel are determined by the input 
parameters, which are the filter area, the working pressure and the required volume of the filtered medium. 
These parameters will affect both the size and the thickness of such a container. 

Another influence on the pressure vessel is given by the technical location of the vessel, connection holes 
(necks), weight, etc. All the required input parameters were taken when the design was entered. 

2. Methods 

The design of the steel part of the pressure filter was carried out in two design steps. The ČSN EN 13445-
3 (2018, 2021) standard was used for the design and analytical calculation, where the rough design of the 
pressure part of the vessel, which is the cylindrical shell and toro spheric bottoms, was carried out using 
empirical relationships (1–10). 
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Calculation of the nominal wall thickness of the pressure vessel: 

 𝑒 =
∙

ଶ∙∙௭ି
 (1) 

For the geometry given pmax: 

 𝑝௫ =
ଶ∙∙௭∙ೌ


 (2) 

 𝑒 = (𝑒 − 𝑐) (3) 

 𝑒 = (𝑒௫ + 𝑐 + 𝑒) (4) 

Toro spherical bottom: 

 𝑒௦ =
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 𝑒 = (0,75 ∙ 𝑅 + 0,2 ∙ 𝐷). ቈ
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Pressure loading of the toro spherical bottom: 
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 (10) 

The geometry designed in this way needs to be verified by numerical calculation. An analysis of critical  
or risk points on the vessel's pressure jacket was performed using the finite element method. The identified 
locations were the junction of the cylindrical shell with the toro spheric bottoms and the large flanges that 
were inserted into the pressure vessel shell and into the toro spheric bottom. These openings can affect  
the stiffness of the designed geometry and a numerical calculation must be performed to determine whether 
it is necessary to propose a local increase in the thickness of the pressure vessel in the given areas, see  
Fig. 1. Discretization of the container was carried out, see Fig. 2. The results of the stress-strain analysis 
(Ondracek, 2006) were evaluated and entered in Tab. 1. Further, the individual results of stress  
and deformation of critical points on the pressure vessel are shown in Figs. 3–9. 

 

  

Fig. 1: Defined boundary conditions. Fig. 2: Container discretization. 
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Fig. 3: Von Mises stress on the filter shell – 

overpressure 0.5 MPa. 
Fig. 4: Von Mises stress on the filter shell –  

vacuum 0.1 MPa. 

 
Fig. 5: Von Mises stress on the filter shell – 

overpressure 0.95 MPa. 
Fig. 6: Total deformation on the filter shell – 

overpressure 0.95 MPa. 

  
Fig. 7: Von Mises stress around the circumference  

of the H7 flange – overpressure 0.95 MPa  
Fig. 8: Von Mises stress around the circumference 

of the H8 flange – overpressure 0.95 MPa. 
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Fig. 9: Von Mises stress around the circumference of the H9 flange – overpressure 0.95 MPa. 

 

Load states  
Flange H7 Flange H8 Flange H9 

[MPa] [MPa] [MPa] 

Overpressure 0.5 MPa 120 120 38.9 

Vacuum 0.1 MPa 15.8 7.76 14.5 

Test pressure 0.95 MPa 150 135.5 73.8 

Test pressure 0.95 MPa + 
hydro. pressure + gravity 

152 137 74.1 

Tab. 1: Maximum von Mises stress values on flanges H7, H8, H9 (see Figs. 3–5). 

3.  Conclusions 

From the obtained results of the numerical simulation evaluated in Tab. 1, it can be seen that at an operating 
overpressure of 0.5 MPa, in the critical places of the necks H7, H8 are below the determined yield limit  
of the material by 36 %, and at the neck H9, the value of the stress relative to the yield is 12 %. The value 
of the yield strength of the material used according to the documented material sheets is 340 MPa.  
The percentage difference is due to the construction of the H9 neck, which is reinforced with a strong ring. 
At full load (test pressure 0.95 MPa + hydro. pressure + own weight), the stress on the H7, H8 Throat 
increased by a percentage of 17 %. As can be seen from the numerical simulation results, the stress values 
are far below the yield point. During the design, a weld joint coefficient of 0.7 was assumed, which is  
the value when the weld does not pass NDT, and thus the main weld joints on the pressure vessel move  
in the safe area. At maximum load, the total deformation on the pressure part of the vessel is 4.27 mm,  
see Fig. 6. The calculated nominal thickness of the pressure part of the container was determined according 
to the normative results to a value of 5 mm. 
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Abstract: Our paper provides an analysis of the susceptibility of a particular bundled overhead line  
to galloping. It presents a case study of an aerial bundled cable, consisting of four conductors insulated  
by polyethylene, and used for low-voltage power lines. The susceptibility to loss of stability is analyzed  
for cable without and with simulated icing observed on similar real conductors. In the first case, the proneness  
to galloping was excluded based on the results of CFD simulation and the Den Hartog criterion. In latter case, 
the possible occurrence of galloping was confirmed. The critical wind velocity for the ice-covered cable was 
calculated utilizing quasi-steady theory. Finally, the amplitudes of limit cycle oscillation for supercritical wind 
speeds were estimated based on simplified numerical analysis.  

Keywords:  Aerial bundled cable, wind effects, galloping, limit cycle oscillation. 

1. Introduction 

Due to the wind action, electrical overhead conductors often lose their aeroelastic stability in the form  
of galloping. Galloping is a low-frequency self-excited oscillation with amplitudes reaching up to several 
times the sag, most often in a plane perpendicular to the wind direction see Holmes (2018). Galloping 
generally cannot occur at conductors with symmetrical circular cross sections. However, especially in the 
winter ice accretion can significantly change their geometric cross-sections leading to a loss of stability  
and excessive amplitudes of limit cycle oscillation. According to a document by EPRI (2006), the 
occurrence of galloping was most often observed in mode shape with one to three loops. 

In this paper, the specific insulated bundled cable with very low tension force is analyzed in terms  
of proneness to galloping with and without the effect of icing see Fig.1. The properties of this short-span 
low - voltage bundled line consisting of four main conductors are summarized in Tab. 1  

  
 

Fig. 1: Bundled overhead line – axonometric view, cross-section and ice-covered cross-section. 

2. Assessment of proneness to galloping 

The necessary condition for the occurrence of self-excited oscillation – galloping, based on quasi-steady 
theory of a general profile, can be expressed by the Den Hartog criterion: 

𝐶(𝛼) +
𝑑𝐶

𝑑𝛼
(𝛼) < 0  

(1)
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where CD and CL represent the aerodynamic drag and lift coefficients, respectively, and α represents  
the angle of attack, which is defined in Fig. 2.  

Parameter Value 

Horizontal distance of suspension points 21.1 m 

Vertical distance of suspension points 1.55 m 

Diameter of circumscribed circle of bundled line (D) 38 mm 

Cross-sectional are of line 465.28 mm2 

Young's modulus (E) 57 GPa 

Mass per unit length of line (with ice accretion) 1.69 kg/m (2.09 kg/m) 

Horizontal component of tension force for: -5 °C (-5 °C with ice accretion)                   930.3 N (1 149.5 N) 

Tab. 1: Geometrical and mechanical properties of electric line (AES 4 x 120). 

These aerodynamic coefficients of the cable related to various α are depicted in Fig. 2. The left part of this 
figure presents coefficients for the cable without ice accretion, while the right part values for the ice-covered 
line. The data related to the cable itself were determined by CFD simulation in Comsol MultiPhysics, while 
the aerodynamic coefficients for the cable with icing were adopted from Desai et al. (1995). The assessment 
of susceptibility to galloping was evaluated for several angles of attack by means of the Den Hartog 
criterion, which is also graphically represented in Fig. 2 by the black line. The results indicate that the 
conductor without icing is not prone to galloping, as shown in Fig. 2, where the black line is above the zero 
for the entire range of angles α. On the other hand, angular intervals of possible instability can be found  
for the iced-covered cable. The minima of the curve in Fig. 2 representing the Den Hartog criterion 
correspond to the angles of attack, which are related to the lowest critical wind speeds. The angles 
αc = 40.0 °, 179.3 ° and 187.5 ° were determined as critical from the viewpoint of the onset of galloping. 

         

 
Fig. 2: Aerodynamic drag and lift coefficients, CD and CL , and the Den Hartog criterion  

for line without and with ice accretion as the functions of angle of attack α. 

The estimate of critical wind speeds for the onset of self-excited transversal galloping-type oscillations  
of the line with icing having the cross-section related to angles αc can be determined, as outlined  
in Païdoussi et al. (2010): 

𝑉(𝛼) =  
4 ∙ 𝑚 ∙  ∙ 2𝜋 ∙ 𝑓

− ቆ
𝑑𝐶
𝑑𝛼

(𝛼) + 𝐶(𝛼)ቇ ∙ 𝜌 ∙ 𝐷

 
(2)

where m is the mass per unit length,   is the structural damping ratio, 𝑓 is the natural frequency related  
to the in-plane natural mode i.e. mode in the plane of the static sag, 𝜌 stands for air density and 𝐷 represents 
the diameter of circumscribed circle of the bundled line. The wind direction is assumed horizontal. 
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The lowest critical wind velocity corresponds to the natural frequency of the lowest in-plane natural mode. 
For our bundled overhead line with ice accretion, it is the first asymmetric in-plane mode, which is depicted 
in Fig. 3 and corresponds to a very low frequency fn = 1.105 Hz. This mode and its natural frequency were 
determined according to the solution in Madugula (2001), which is valid for taut cables with sag-to-span 
ration 1:8 or lower. In our case, this ratio is approximately 1:17. It should be noted that due to low tension 
force, the natural frequency of the first symmetric in-plane mode is higher than the above stated lowest  
in-plane natural frequency.  

 
Fig. 3: Sag of the cable w, (blue curve) and the lowest natural in-plane mode (red curve). 

Tab. 2 summarizes the estimated critical wind speeds for this lowest in-plane mode for three critical angles 
αc. The structural damping ratio of the cable was assumed by low value  = 0.5 %. The observed critical 
velocities are very low, so there is a realistic assumption of the occurrence of self-excited oscillation.  

Angle of attack αc = 40.0 ° αc = 179.3 ° αc = 187.5 ° 

Critical wind speed 1.59 m/s 1.85 m/s 1.08 m/s 

 

Tab. 2: Critical wind speeds Vc for galloping of bundled overhead line with ice accretion. 

3. Simplified calculation of limit cycle oscillation  

The simplified calculation of the post-critical steady response is based on the assumptions of the quasi-
steady theory. The harmonic oscillation of the line in the plane of the sag i.e. perpendicular to the direction 
of the wind in the lowest in-plane natural mode 𝑦(𝑥) is considered: 

𝑦(𝑥, 𝑡) = 𝐴 ∙ 𝑦(𝑥) ∙ sin(2𝜋 ∙ 𝑓 ∙ 𝑡) (3)
 

where A is amplitude of the limit cycle, x is longitudinal coordinate of the rope, x (0, L), L is the length 
of the rope and t stands for time. Only in-plane motion of the cable is thus assumed, so the axial and along-
wind motions as well as rotation are neglected. The Max normalization of natural mode 𝑦(𝑥) is used  
in Eq. (3). The estimation of the level of steady oscillation of the line at supercritical wind speeds is based 
on the assumption of equality of work, Wd, done by the structural dissipative forces, Fd, and work, Ww, done 
by the aerodynamic forces, Fy, acting on the oscillating line during one natural period Tn:  

𝑊ௗ =  න න 𝐹ௗ

்







൫�̇�(𝑥, 𝑡)൯ ∙ 𝑑𝑦(𝑥, 𝑡) ∙ 𝑑𝑥 =  𝑊௪ = න න 𝐹௬൫�̇�(𝑥, 𝑡)൯ ∙ 𝑑𝑦(𝑥, 𝑡) ∙ 𝑑𝑥
்







 
(4)

The structural damping force acting on a differential length of the cable 𝑑𝑥 at point x is considered viscous, 
i.e. proportional to the line velocity �̇�(𝑥, 𝑡): 

𝐹ௗ൫�̇�(𝑥, 𝑡)൯ ∙ 𝑑𝑥 =   4 ∙ 𝑓 ∙  ∙ 𝑚 ∙ �̇�(𝑥, 𝑡) ∙ 𝑑𝑥 (5)

The aerodynamic force acting on a differential length 𝑑𝑥 at point x in the direction perpendicular to the 
wind direction can be expressed as 

𝐹௬൫�̇�(𝑥, 𝑡)൯ ∙ 𝑑𝑥 =  0,5 ∙ 𝜌 ∙ 𝑉ଶ ∙ 𝐷

∙ ቀ− sec൫𝛼(𝑥, 𝑡)൯ ∙ ൫𝐶൫𝛼 + 𝛼(𝑥, 𝑡)൯ + 𝐶൫𝛼 + 𝛼(𝑥, 𝑡)൯ ∙ tan൫𝛼(𝑥, 𝑡)൯൯ቁ ∙ 𝑑𝑥 

(6)

where V represents the supercritical wind speed, which is considered constant along the whole cable and 
𝛼(𝑥, 𝑡)  is the angle of attack of the relative wind at point x: 

𝛼(𝑥, 𝑡) =  tanିଵ(�̇�(𝑥, 𝑡)/𝑉) (7)
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By substituting the expressions from Eq. (5) and Eq. (6) and differential 𝑑𝑦(𝑥, 𝑡)  

𝑑𝑦(𝑥, 𝑡) = 2𝜋 ∙ 𝑓 ∙ 𝐴 ∙ 𝑦(𝑥) ∙ cos(2𝜋 ∙ 𝑓 ∙ 𝑡) ∙ 𝑑𝑡 (8)

into Eq. (4), the supercritical wind speed V can be numerically evaluated from Eq. (4) for the chosen value 
of the amplitude, A. The oscillation amplitudes, as functions of wind speed for selected critical angles αc of 
the analyzed line from Tab. 2, calculated according to this approach are shown graphically in Fig. 4. 
 

 
Fig. 4: Amplitude of limit cycle oscillation as function of wind speed. 

4. Discussion of the results and conclusions  

The numerical simulations confirmed the predicted critical wind speeds given in Tab. 2. The calculated 
amplitudes of the steady-state response are significant even for low wind speeds. Especially, the predicted 
wind effects for both angles around 180 ° are extreme, and the amplitudes in these cases reach almost half 
of the static sag for wind speed around 6 ms-1. However, considering the very low static forces of this cable, 
it is rather impossible to assume that such amplitudes for higher wind velocities will be reached. During 
these predicted substantial limit-cycle oscillations, the dynamic normal forces in the cable are not negligible 
compared to static tensile force. This fact completely changes the prerequisite of harmonic character of the 
response and mainly the assumption of linearity of the mechanical system. A more sophisticated 3D FEM 
model, respecting the geometrical nonlinearity of the system, must be used to solve the self-excited excited 
vibration of this low-tensioned cable. The outputs from the simplified analysis with a linearized model used 
in this paper can serve only for the estimation of the onset of galloping-type instability.  

The results of this analysis nevertheless served also for controlling, comparative purposes and calibrations 
during the creation of 3D FEM model. This complex model includes geometrical nonlinearity of the 
problem and incorporates bending stiffness, which improves the stability of calculations and the precision 
of results. Detailed information about the model and comparison with the results of this simplified approach 
are presented in another paper of authors; see Macháček and Hračov (2024). 
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MANIPULATOR TRAJECTORY AND WORKSPACE  
IN THE MATLAB AND MSC ADAMS ENVIRONMENTS 

Hroncová D.*, Delyová I.**, Sivák P.***, Prada E.† 

Abstract: The contribution is dedicated to computer modelling and its application in the design of mechanical 
systems with a focus on manipulator and robot models. This article discusses the use of Matlab/Simulink and 
MSC Adams/View programs in the design and subsequent analysis of a robot model. Attention is given to direct 
and inverse kinematics. We provide an example of solving inverse and direct kinematics, as well as an example 
of using the Adams program in the design and simulation of a mobile robot. 

Keywords: Direct kinematics, inverse kinematics, simulation, trajectory, workspace. 

1. Introduction 

The first steps in robotics were robots with a fixed platform for manipulation tasks (Fig. 1a). The 
mechanisms of industrial robots and manipulators consist of bodies that form various types of kinematic 
chains. This has been addressed by numerous authors (Siciliano and Khatib, 2008; Murray et al., 1994; 
Khalil and Dombre, 2002). In most cases, these mechanisms represent open or mixed kinematic chains. 
Two bodies of a kinematic chain interconnected so that their mutual mobility is limited form a kinematic 
pair (Fig. 1a–c). Depending on the type of kinematic constraint in the kinematic pair, kinematic chains are 
composed of translational or rotational kinematic pairs. When designing mechanisms such as industrial 
robots, reliable calculation of the relevant kinematic quantities is necessary. These quantities then allow 
further scaling of individual parts of the mechanism. To achieve this goal, we use simulation models and 
computer modelling (Swevers et al., 2007). 

In the first part of the paper, we delve into the theory of simple open kinematic chains, which are utilised 
in the construction of various manipulators and robots. We describe the method of determining angular 
quantities of an open kinematic chain with two links by solving inverse kinematics. The trajectory of the 
end effector is determined by a fifth-degree polynomial. Subsequently, the angular quantities are 
determined by solving inverse kinematics. The direct kinematic task is used to determine the workspace. 
Workspaces are provided for various angular constraints at the manipulator's joints. 

In the second part, MSC Adams-View software is used for the design and optimization of the trajectory  
of a two-link robotic arm (Frankovský et al., 2012, Delyová et al., 2014). Simulation software like MSC 
Adams is an excellent tool for dynamic analysis of various complex interconnected mechanical systems, 
being fast and very efficient (Vavro et al., 2017). It allows for evaluating the results in graphical form 
(Tedeschi et al., 2017). In the final section of the paper, we assess the results of the kinematic analysis. 
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2. Direct and inverse analysis 

This part of the paper demonstrates the solution to the direct and inverse kinematic tasks. The model  
of a two-link robotic arm is used. This two-link manipulator can be found, for example, in Scara 
manipulators shown in Fig. 1b). The manipulator workspace is also illustrated. The inverse kinematics task 
is to determine the angular coordinates of the actuators given the coordinates of the end effector position.  
Eqs, (1) and (2) are used. The solved Scara model belongs, in terms of kinematics, to simpler models and 
we can solve it analytically. The solution will be based on the scheme of the two-link robotic arm  
in Fig. 2a–c and Eqs. (1) and (2). 

a) b) c)  

Fig. 1: a) Model of the 4R manipulator, b) Scara manipulator with workspace, c) two link manipulator. 

The manipulator consists of arms with lengths L1 = 0.22 [m] and L2 = 0.19 [m], fixed to a solid base.  
This could be a stand or the arms could be on a mobile chassis, if it were a service robot. A manipulator 
with a fixed base and two arms has 2 degrees of freedom. We will investigate the motion of the two arms 
of the manipulator in the plane in Fig. 2a–b. 

a)   b)  

Fig. 2: Model of the two arm manipulator with angles θ1t0, θ2t0, θ1tf, θ2tf and with trajectory kAB. 

The rotation angle in individual kinematic pairs is denoted by angles θ1, θ2 according to Fig. 2a. Each link 
is assigned a coordinate system 0i, xi, yi, zi, and each joint is assigned a generalized coordinate qi, which is 
defined along the axis of rotation (Fig. 2a). Generalized coordinates determine the instantaneous position 
of the body. We denote them as q1, q2 (Fig. 2a). It holds for generalized coordinates q1 = θ1, q2 = θ2.  
We assume that the drives are located in rotational kinematic pairs. 

To determine the angles, we will use the Eqs. (1) and (2) provided below. There is typically more than one 
solution, as seen in Fig. 2a. We will address the task during the movement of the end effector of the second 
arm, between the individual points A, B, C, D, E according to Fig. 3a–c. The conversion of coordinates xA, 
yA using generalized coordinates θ1, θ2 stems from the geometry shown in Fig. 1a: 

 𝑥 = 𝐿ଵ · 𝑐𝑜𝑠(𝜃ଵ) + 𝐿ଶ · 𝑐𝑜𝑠(𝜃ଵ + 𝜃ଶ) (1) 

 𝑦 = 𝐿ଵ · 𝑠𝑖𝑛(𝜃ଵ) + 𝐿ଶ · 𝑠𝑖𝑛(𝜃ଵ + 𝜃ଶ) (2) 

With the known position of xA and yA , the solution for the two unknown angles θ1 and θ2 is determined by 
solving the two equations (1) and (2). This involves solving the inverse kinematics problem. 
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a)   

 

 

 

 

 

 

 

Fig. 3: The progression of angular quantities during individual movements along curves k1 to k5. 

 a)    b)    c)  

Fig. 4: The diagram of the trajectories k1, k2, k3, k4, k5 and the workspace. 

3.  Simulation using MSC Adams 

The improvement in computing technology has led to the development of computer methods in the field  
of complex spatial mechanical systems. MSC Adams employs an object-oriented programming 
environment with animated simulation. It simulates complex mechanical systems with multiple degrees  
of freedom. Models are defined directly by the geometry of individual bodies and their kinematic 
constraints, driving forces, and motion generators. We present a simulation of a robot in MSC Adams. 

a)   b)   c)   d)  

Fig. 5: Time plots of trajectories. 

Computer modelling of prototypes is a highly convenient tool for creating, processing, editing,  
and presenting simulation results in the form of graphs. Graphs of output variables allow for viewing real-
time values of measured quantities during the simulation itself (Fig. 6a-d). With multibody modelling 
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software, there's no need to solve mathematically described motion with equations of motion. We only 
utilize information about the geometric parameters of the designed model. An example of a manipulator 
model is shown in Fig. 6a-d, illustrating various views of the manipulator simulation model in the MSC 
Adams View program during multibody modelling with depicted end-point trajectories. 

The progression of angular rotation and angular velocity determined by simulation in the program is 
processed by the Postprocessor, and the graphs are shown in Fig. 6. 

a)  b)  

c)   d)  

Fig. 6: Relations of kinematic quantities of member 1 of the bound system. 

4. Conclusion 

The article presented the kinematic analysis of a two-link manipulator using simulation in Matlab and MSC 
Adams/View. The direct and inverse tasks are solved in Matlab. The results are depicted in the form of time 
diagrams of the investigated variables. The trajectories of motion and workspace are shown. MSC Adams 
provides tools for virtual prototyping, model visualization, and easier evaluation of the obtained results.  
It allows simulating the motion of multibody mechanical systems, making it a suitable aid for teaching  
and practice. The contribution of this work is mainly didactic, particularly in the field of applied mechanics 
and mechatronics, presenting the possibility of computer simulation. 
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MODELLING OF LEADING EDGE MORPHING BY USING
GEOMETRICALLY EXACT BEAM THEORY

Hrstka M.∗, Bajer J.∗∗, Hadaš Z.∗∗∗, Sharif Khodaei Z.†, Aliabadi F.††, Kotoul M.†††

Abstract: The goal of the presented work is to demonstrate a capability of a non-linear computational model
for a leading edge morphing based on the geometrically exact Timoshenko beam theory implemented in the
finite element method. The leading edge topology is divided into outer surface with various bending and
tension response along the element centre line and kinematic mechanism. Their interconnection is realized
by joints, in the computational model realized by the Lagrange multiplier technique. Loading is realized by
prescribed moment in one mounting node which represents an electric servomotor. In the results section, beam
resultants dependent on the various initial configuration of the kinematic mechanism are analysed.

Keywords: Morphing wing, geometrically exact beam, finite element method, non-linear analysis,
Lagrange multiplier method, meta-materials.

1. Introduction

Wing morphing has been used in aeronautical engineering since the Wright brothers controlled the course
of their Flyer by manually manipulating wing surfaces. Generally, wing morphing is a concept of the airfoil
shape modification in order to improve aerodynamic properties and system performance over the aircraft’s
nominal flight envelope. There are various morphing concepts, such as camber or wingspan modifications,
active twist or sweep changes. The presented study is focused on the leading edge morphing of one wing
segment, where the construction on the airfoil includes three main parts – a central box, a leading edge
and a trailing edge (see Fig. 1a). There are numerous approaches dealing with wing morphing, e.g. topo-
logical optimization Gu et al. (2021); Achleitner et al. (2019); Dexl et al. (2020) or design of a kinematic
mechanism with non-zero degrees of freedom Li et al. (2022); Sun et al. (2022). The usage of classical
materials in aeronautical engineering as aluminium alloys or Duralumin are limited by bending deflection
which relies on the yield strength and the cross section thickness. This is sometimes in contrast with other
requirements, e.g. with ability to withstand aero-static and aerodynamic loads and with bending rigidity or
buckling. This contradictory requirements can be treated by using meta-material structures with mechanical
properties that can be tailored according to the operational conditions, Olympio and Gandhi (2010a,b). This
work focuses on the design of the kinematic mechanism (the topology and functional principle is depicted
in Fig. 1c) by using simplified geometrically exact beam model where the non-linear problem is solved by
the finite element method, based on the studies of Reissner (1972); Simo (1985); Wood and Zienkiewicz
(1977).
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Fig. 1: a) NACA 2412 airfoil and leading edge geometry and mechanism illustration, b) meta-material plate
with varying cell bending response, c) wire model of the morphing wing assembly.

2. Methods

Implementing meta-materials in the morphing wing design requires multi-disciplinary modelling approach
due to the generally anisotropic and heterogeneous behaviour of these structures. They are valuable for
their large bending flexibility. An example of such meta-material in shown in Fig. 1b. The graphs below
show dependence of the bending and tensional stiffness along the meta-material plate. Thus, when a opti-
mization is used to find an optimal material properties of the outer surface and topology of the kinematic
mechanism dependent on the prescribed external loading, it is convenient to find a suitable simplification
of the computational model to speed-up the process and suppress the model quantities that can be designed
afterwards.

The presented computational model deals with morphing of the the leading edge. The wing segment ge-
ometry is depicted in Fig. 1c. The leading edge is simplified into two regions - the outer surface and the
kinematic mechanism, mounted at the central box.

The solution process of the design loop within the BAANG project and resides in determination of the
optimal material properties, i.e. a bending and axial stiffness of the outer surface and topology of the
kinematic mechanism and its mounting points position according to the desired morphed airfoil shape
resulting from the aero-elastic optimization. The presented study represent the initial part, i.e. determination
of the mechanical response.

The mechanical behaviour of both outer surface and kinematic mechanism are simulated with the finite
element method (FEM) by using geometrically exact Timoshenko beam and finite strain theory, as the
nominal deflections are significant. Let us consider a leading edge geometry in the X-Z plane represented
by beams with material parameters and geometry of the cross section (see Fig. 1c). No out-plane loading is
considered. The geometry is meshed with the prescribed element length. Every element is then represented
by a straight beam spatially oriented in the reference coordinate system X-Z. Motion of the beam to the
deformed coordinate system (denoted by x-z) is described in Simo (1985); Reissner (1972)

x = X + u(X) + Z sinβ(X), y = Y, z = w(X) + Z cosβ(X), (1)

where u(X), w(X) are axial deformation and deflection in the reference coordinate system and β(X) is
the cross section rotation. The deformation gradient, the Green-Lagrange strain tensor and the second
Piola-Kirchhoff stresses are computed as

FiI =

[1 + u,X + Zβ,X cosβ] 0 sinβ
0 1 0

[w,X − Zβ,X sinβ] 0 cosβ

 , E =
1

2
(FTF− I), S =

1

det(F)
F−1σF−T . (2)

Where (, X) is the derivative with respect to the coordinate X and σ is the Cauchy stress. There are only
two non-zero components of (2c), i.e.

EXX = u,X +
1

2
(u2

,X + w2
,X) + ZΛβ,X = E0 + ZKb,

2EXZ = (1 + u,X) sinβ + w,X cosβ = Γ, Λ = (1 + u,X) cosβ − w,X sinβ.
(3)
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The variational form for the beam can be written as

δΠ =

∫
Ω

(δEXXSXX + 2δEXZSXZ)dV − δΠext, (4)

where δΠext is the variation of external forces. By considering a quadratic three-node element, the finite
element approximation for the displacements and their shape functions for nodes a = 1, 2, 3 areuwβ

 = Na(X)


ûa
ŵa

β̂a

 , N1 =
1

2
ξ(1− ξ), N2 = 1− ξ2, N3 =

1

2
ξ(1 + ξ), ξ ∈< −1, 1 > . (5)

Performing the standard linearization of the non-linear weak form, the problem can be written in the incre-
mental form as

KTdu = Ψ(u) = −(fint − fext), (6)

where fint, fext are internal and external forces, respectively. The tangent stiffness matrix is defines as

(KT)ab =

∫
L

BT
a DTBb dX + (KG)ab, (KG)ab =

∫
Ω

∂Ba

∂u
σb dV, u =

uwβ
 , (7)

where

DT =

EA 0 0
0 κGA 0
0 0 EI

 , Ba =

(1 + u,X)Na,X w,XNa,X 0
sinβNa,X cosβNa,X ΛNa

β,X cosβNa,X −β,X sinβNa,X (ΛNa,X − Γβ,XNa)

 , (8)

where the Saint-Venant material type is considered and E is the Young modulus, G is the shear modulus,
I is the second moment of inertia of the cross section and A is the cross section area. The expression of the
geometric stiffness matrix KG can be found in Zienkiewicz and Taylor (2005), Chapter 17.

The non-linear equation (6) was solved by the Newton-Raphson method and accelerated by the line-search
technique, where the i-th iteration factor ηi in ui+1 = ui + ηidui is determined in order to minimize the
projection

Gi ≡ (dui)
TΨ(ui + ηidui) = 0. (9)

Since the geometry is generally spatially oriented, the element quantities have to be transformed to the
global coordinate system by standard transformation relations (see Zienkiewicz and Taylor (2005). Gov-
erning matrices of the system are then assembled by using

Ks
T =

∑
elements

Kg
T , f sint =

∑
elements

fgint. (10)

Both outer surface and kinematic mechanism are represented by beam elements with defined parameters.
Their interconnection is modelled by the Lagrange multiplier technique. In the connection nodes, the
degrees of freedom u and w are coupled, by which a revolute kinematic pair is simulated. Equation (6) is
expanded to the form of[

KT + λaHa GT

G 0

]{
du
dλ

}
=

{
−(fint − fext)− λTG

−g

}
, fint =

∫
L

BT
a S dX, a = 1, 2, 3

gX = ua − ub,
gZ = wa − wb

, GI =
∂gI
∂ua

, HI =
∂2gI
∂ua∂ub

, I = 1, 2, ..., nc, nc is the node count.

(11)

3. Results

The capabilities of the presented model were tested on three cases of the rod 1 mounting position (see
Fig. 1c). Initial geometry and deformation of the case 1, case 2 and case 3 are depicted in Fig. 2a. Input
parameters were E = 200 GPa, µ = 0.3, G = E/(2(1 + µ)), b1 = 20 mm, h1 = 1 mm, b2 = 5 mm,
h2 = 5 mm, κ = 5/6, I = bh3/12. The kinematic mechanism is loaded by the moment M = 2 Nm. The
FEM model has 70 quadratic elements and 147 nodes. The beam resultants are depicted in Fig. 2. The axial
force Nx, shear force Tz and bending moment Mo are computed from the integral (11) and are mapped to
the deformed geometry. It can be seen that the character of the beam resultants can be governed by changing
the position the rod 1, setting the relative motion of the mounting point A to positive or negative (causing
compression or tension in the beam).
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Fig. 2: a) The initial geometry and deformations of three rod 1 mounting positions, b) beam resultants: axial force
Nx, shear force Tz , bending moment My mapped on the deformed geometry.

4. Conclusions

The geometrically exact beam theory applied to the problem on the leading edge morphing has been inves-
tigated. The main goal of the paper was to prove the capability and parametrization of the computational
algorithm for future optimization of the material parameters and desired morphed outer surface position
as a output from aero-elastic analysis. Also solving methods of the non-linear finite element method were
implemented, as line-search technique for the Newton-Raphson method. Nevertheless, the parameters in
the material matrix (8) are to be modified in the subsequent work according to he meta-material response,
as is depicted in Fig. 1b.
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ON MECHANICAL PROPERTIES OF ORTHODONTIC IMPRESS 
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Hrubanová A.*, Thomková B.**, Košková O.***, Richtrová M.†, Borák L.††,  
Štourač P.†††, Marcián P.‡ 

Abstract: This study explores the influence of disinfection on silicone material used in cleft protection and 
orthodontic impressions. A series of uniaxial tensile tests were conducted to evaluate the mechanical properties 
after disinfection. Statistical analysis of stress-strain curves at various stress levels using one-way ANOVA 
showed no significant differences, supporting the hypothesis that disinfection does not compromise the material 
properties of the silicone used for the cleft protection with obturators. Additionally, the study explores the 
utilization of 3D printing for creating a casting mold used in the manufacturing of silicon-based products.  

Keywords:  Orthodontic, silicone material, uniaxial tensile test, disinfection, ANOVA. 

1. Introduction 

Silicone materials are employed for cleft protection during anesthesia with obturators (Richtrova et al., 
2023). The obturators are disinfected prior to insertion. The primary objective of this study is to assess the 
impact of various disinfectants on silicone material on its mechanical properties through uniaxial tensile 
testing. We hypothesize that disinfection will not induce any changes in the mechanical properties as was 
previously shown by (Guntupali et al., 2022) with same silicon material but different disinfectants. 
Consequently, a secondary goal is to evaluate the efficacy of manual mixing of two-component silicone 
and the utilization of 3D printing for creating a casting mold. This research aims to contribute valuable 
insights into the compatibility of silicone with disinfection processes and explore innovative manufacturing 
techniques for producing casting molds. 

2. Methods 

Three commonly used disinfectants, Softasept N (B Braun Medical; propanol and ethalon base), Octenisept 
(Schulke; Octenidine dihydrochloride and phenoxyethanol base), and Cutasept F (Hartmann-Rico; propanol 
base), were selected for this study. To assess their impact on mechanical properties, uniaxial tensile testing 
was conducted.  
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2.1. Specimen preparation 

Specimens for the experiments were created using molds prepared on a 3D printer (Prusa i3 MK3S+).  
The mold was constructed from a commonly used 3D printing material PLA (polylactic acid),  
a thermoplastic monomer derived from renewable organic sources. The mold for sample preparation was 
designed according to CSN 527-2 and consisted of two parts. A drainage channel was incorporated into the 
lower part for the eventual removal of excess material, as shown in Fig. 1a. During mold fabrication,  
the infill density was set at 50 %, ensuring adequate rigidity when the mold was compressed during sample 
production.  

The samples were produced from Zhermack Elite HD+ silicone impression material. This material is 
commonly used for impressions of upper palates in orthodontic laboratories. The material was prepared by 
mixing catalyst and base in a 1-to-1 ratio, precisely weighted using precision scale Lesak HD112 (0.001 g, 
Lesak). The two components were then manually mixed, placed in a mold and compressed. After the 
material solidified within 210 seconds, the samples were extracted and inspected. 

 
Fig. 1: 3D printed mold used for specimen preparation a), uniaxial tensile specimen with markers  

for deformation evaluation b); those marked in red in were employed for deformation tracking. 

All specimens were prepared 24 hours before mechanical testing to mitigate the impact of specimen aging. 
Before testing, black markers were applied to the neck area of each specimen to track the deformation 
during testing (Fig. 1b). All specimens were categorized into four groups, consisting of three groups 
subjected to different disinfection procedures and one reference group without any disinfection. 

2.2. Testing and evaluation 

All tests were conducted on a customized computer-controlled testing device (Camea, s.r.o., CZ).  
The device is equipped with linear-stepped motor that enables mechanical displacement of clamps. In the 
case of uniaxial testing, a single motor was employed, and the specimen was gripped by two spring clamps 
with serrations to prevent slippage during testing. The force was measured by a load cell (max. 20 N) 
mounted on one actuator axis allowing the controlled displacement. The specimen was captured by a CCD 
camera with a resolution of 0.02 mm/pixel, positioned perpendicular to the testing area. To ensure a good 
visibility of the markers, the measured area was illuminated by two external lights. The specimen thickness 
was measured by a dial indicator at 3 locations on each specimen, and the mean value was used for further 
analysis. 

Before undergoing tensile testing, each specimen (except that from the reference group) was immersed  
in one of the three different disinfection solutions (Softasept N, Octenisept, Cutasept F) for 60 seconds. 
Subsequently, the specimens were air-dried before being subjected to uniaxial tension testing. This 
simulated pre-operative conditions, where the surgeon immerses the prosthesis in the disinfectant  
for approx. 1 minute and allows it to air-dry before inserting into the patient’s body. After clamping  
a pre-tension of 0.1 N was applied to each specimen to ensure its flatness. The testing was displacement-
controlled, with a displacement speed set to 0.333 mm/s.  Uniaxial specimens were loaded until failure 
occurred at the neck area. 

The evaluation of the test was conducted in software Tibixus (Turčanová et al., 2023), which analyzes  
the images captured by the CCD camera. The first captured image served as a reference, and the 

a) b) 
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deformation was assessed through digital image correlation (DIC). The calculation of the first Piola-
Kirchhoff (engineering) stress was carried out using Eq. (1):  

 𝜎 =
ிೣ

 ்
, (1) 

where Fexp is the force measured by the load cell, b is the initial (undeformed) width of the specimen and T 
is the measured mean thickness. 

2.3 Statistical Analysis 

To compare the difference between the four groups (3 disinfectants and 1 control group), thirteen datasets 
were created by interpolating the strain value of stress-strain curves at thirteen stress-levels (Lisický et al., 
2021), ranging from 0.1 MPa up to 1.3 MPa and sorted into four groups by the disinfectant used. At each 
stress level a one-way ANOVA test was conducted to determine whether there is a significant difference 
between the various disinfectant groups and the reference group. The significance was assumed  
for p < 0.05.  

The normalization of data was used for clearer data representation using Eq. (2):  

 𝜀ே =
ఌିఌത

ௌഄ
, (2) 

where 𝜀ே is the normalized strain data, 𝜀 is the strain value before normalization, 𝜀 ̅is the mean value and 
𝑆ఌ is the standard deviation.  

3. Results and discussion 

The resulting stress-strain curves are shown in Fig. 2. 

 
Fig. 2: Average stress-strain curve (solid line) with standard deviation of the uniaxial tensile tests  

for each of the 4 groups. The specimens cured with Softasept N are displayed in yellow, the specimens 
cured with Octenisept are shown in red, the ones cured with Cutasept F are green and the group shown 

in blue is the reference group which wasn’t immersed in any disinfectant.  

The results indicate no significant difference between the four groups, as the mean values for each group 
fall within the interquartile range of the others (Fig. 3). To validate this hypothesis, a one-way ANOVA 
test was conducted. The resulting p-values are summarized in Tab. 1. All the p-values are above the 
significance level of 0.05, meaning that the null hypothesis about the equality of mean cannot be rejected. 

This suggests that there indeed is not a statistically significant difference between the disinfectant and that 
the effect of plunging the silicon into any of these three disinfectants does not change its material 
properties.   
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Fig. 3: Box plot of normalized strain data for different stress levels (used stress levels are shown  

in Fig. 2) Each disinfectant group is marked by letter (B – Cutasept F; C – Octenisept;  
Z – SoftaseptN; K – reference group), each stress level is differentiated by color and pattern.  

Stress-level 
[MPa] 

P-value  
Stress-level 

[MPa] 
P-value  

Stress-level 
[MPa] 

P-value  

0.1 0.941 0.6 0.137 1 0.672 

0.2 0.335 0.7 0.821 1.1 0.502 

0.3 0.941 0.8 0.754 1.2 0.326 

0.4 0.86 0.9 0.697 1.3 0.438 

0.5 0.87     

Tab. 1: Resulting p-values of one way ANOVA test for different stress levels. 

4. Conclusion  

The aim of this study was to assess the effect of three disinfectants on the mechanical properties  
of Zhermack Elite HD+, a silicone material commonly used for orthodontic impressions. A series of 
uniaxial tensile tests were conducted, and the resulting stress-strain curves were compared using one-way 
ANOVA at various stress levels. The results revealed no statistically significant differences in the tensile 
responses, suggesting that the immersion of the material in the disinfectant should not alter its material 
properties.  
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USING FINITE VOLUME METHOD TO SIMULATE
LASER SHOCK PEENING OF 7050 AL ALLOY
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Kaufman J.†††, Brajer J.‡

Abstract: Laser shock peening (LSP) is a modern alternative to standard peening processes such as shot
peening. In general, peening is used to improve the strength and fatigue resistance of components by hardening
their surface. In LSP, a laser-induced shockwave is used to harden the material to a depth of the order of 1 mm,
that is, roughly twice as deep as can be achieved with shot peening. Frameworks for LSP simulation have
been developed since the end of the 1990s and are exclusively based on the finite element method (FEM). The
critical component of the framework is the dynamic simulation of the elastoplastic shockwave that subjects
the component material to a strain rate of the order 10−7 s−1. In this contribution, we present a simulation
framework for LSP based on the finite volume method (FVM) that allows for modeling the strain-rate hardening
of the material. The framework is used to simulate the LSP of the 7050 aluminum alloy. Using a comparison
of our FVM results with the FEM data available in the literature, we found that FVM can be applied to LSP
simulation with the same success as the more traditional FEM.

Keywords: Laser shock peening, modeling, simulation, finite volume method, OpenFOAM.

1. Introduction

In Fig. 1, we show fundamentals of the LSP process, particularly of its water-confined variant with ablative
coating applied (Scius-Bertrand et al., 2020), which is of interest in this paper. First, a high power density
laser is used to convert the ablative coating (also known as the sacrificial layer) to plasma. The expanding
plasma is confined by the transparent overlay and for a duration of tens of nanoseconds loads the component
surface by a pressure in order of GPa. This loading generates a shockwave that propagates through the
component and plasticizes its material, resulting in an affected zone with induced compressive residual
stresses that are beneficiary for the fatigue resistance or surface hardness of the component.

Due to its industrial potential, attempts on numerical simulation of the laser shock peening (LSP) have
been made since the end of the 1990s; see, e.g. (Braisted and Brockman, 1999; Hfaiedh et al., 2015; Sun
et al., 2022). All simulations reported in the literature were performed using the finite element method
(FEM). However, the critical element of the simulation appears to be the propagation of the elastoplastic
shockwave. Interestingly, the finite volume method (FVM) was reported by Berezovski et al. (2014) to
achieve results with no post- or pre-shock spurious oscillations for elastic wave propagation, especially
when flux limiters are applied. Such a behavior is crucial for LSP simulation where spurious oscillations
may lead to unphysical plastic zones and residual stresses in the material. In this contribution, we build
on our previous work (Isoz et al., 2023) where we presented an FVM-based simulation framework for
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Fig. 1: Fundamentals of the laser shock peening process.

LSP implemented in the open-source C++ library OpenFOAM (OpenCFD, 2007). Here, the framework is
extended by the Jonson-Cook model (Johnson and Cook, 1983) to simulate strain-rate hardening and used
to recompute the study by (Sun et al., 2022), which is focused on LSP of the 7050 aluminum alloy.

2. Simulation framework fundamentals

The complete laser shock peening of the component consists of a series of individual steps, LSP shots,
illustrated in Fig. 1. As stated above, the pressure loading during the shot lastsO(101) ns. Then, the shock-
wave looses energy required for the material plastization in O(103) ns. In-between shots, the component
is repositioned, resulting in a delay of order O(10−1) s = O(108) ns. In the simulation framework, this
splitting of temporal scales is reflected, in a standard manner (Braisted and Brockman, 1999; Sun et al.,
2022), by simulating each shot as dynamic plastic wave propagation followed by a pseudo-static relaxation.
The formal description of the process is given in (Isoz et al., 2023). Here, we will only summarize the
fundamentals and focus on the new developments.

Both the dynamic and relaxation sub-steps are simulated under small-strain settings ε = 1
2 (∇u+ u∇)

with damping effects and body forces neglected. The dynamic wave propagation is solved as elasto-plastic
with the component internal state represented by the plastic strain εp. Newly, the plastic strain evolves
under the isothermal Johnson and Cook (1983) yield criterion

σy =
(
A+Bεnp

) (
1 + C ln

(
ε̇p
ε̇p,ref

))
, (1)

where ε̇p is the rate of the plastic strain, A is the static material yield strength and B, n, C are empirical
parameters of which C is relevant only to the selected reference strain rate ε̇p,ref . The pseudo-static relax-
ation is treated as perfectly elastic. However, with εp encoding the internal state of the component taken
into account.

With respect to the boundary conditions used, the laser-induced loading is represented by a prescribed
pressure that varies spatially and temporally. On the rest of the component surface, the boundary conditions
used can correspond, for example, to the component clamping. Finally, only the surface layer of the material
is directly affected by the shockwave propagation. On the other hand, residual stresses from the static sub-
step reach significantly further. As a result, it is computationally profitable to solve the dynamic-sub step
only in the directly affected part of the computational domain.

The problem governing partial differential equations are spatially discretized using the finite volume method
as described in (Cardiff et al., 2017). The discretization schemes are usually selected to be as close as
possible to second order, which is the highest global method order available in OpenFOAM (OpenCFD,
2007). Still, application of high-order schemes with flux limiting is often profitable for divergence terms.
The explicit temporal integration of the shockwave propagation is performed using the standard central
differencing.

3. Comparison of FVM and FEM on 7050 Al alloy

In the present contribution, our aim is to evaluate the capabilities of our FVM-based simulation framework
against the state-of-the-art FEM framework. As the reference solution, the recent paper by Sun et al. (2022)
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on single-shot LSP of 7050 aluminum alloy was selected, as it contains data on both the residual stresses in
the material and on elasto-plastic shockwave propagation.

Simulation set-up In the FVM-based simulations, we followed the paper (Sun et al., 2022) with respect
to the (i) material (7050 Al alloy), (ii) sample geometry (hexahedron of dimensions 30 × 30 × 8 mm),
(iii) and spatio-temporal laser-induced pressure loading. A different computational mesh, more suitable to
FVM, was used. Still, the number of degrees of freedom was approximately 1.5 · 106 in both the FEM and
FVM simulations. Used pressure profiles and details on the material are given in Fig. 2. Comparison of the
computational meshes used are shown in Fig. 3.
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Fig. 2: Simulation set-up. a) spatial pressure profiles – three spot sizes were tested, b) temporal pressure
and laser amplitude profiles, c) model parameters.

(a) (b)

Fig. 3: Used computational meshes. a) Sun et al. (2022), b) this work.

Shockwave propagation Results for shockwave propagation at 100, 200, 400, and 600 ns and for the
three spot sizes were compared with (Sun et al., 2022). In Fig. 4a, we show examples for the smallest and
the biggest spots at 400 ns and 200 ns, respectively. These results were selected as they exhibit qualitatively
different wave systems. However, the differences between FEM and FVM are negligible. Qualitatively
different results between FEM and FVM were obtained at 600 ns. However, we contribute this difference
to the fact that there is a sharp transition from a fine to a coarse mesh in FEM, see Fig. 3a. At 600 ns, the
wave already passed this transition, which may have skewed the results in (Sun et al., 2022).
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Fig. 4: Comparison of simulation results. a) shockwave propagation; same contours and same ranges are
always displayed, b) residual stresses on material surface.

Residual stresses In Fig. 4b, we show a comparison of the residual stresses calculated and measured
on the line on the sample surface and passing through the spot center. There are only small discrepancies
between FEM and FVM while both methods agree with the experimental data rather well.

4. Conclusions

We extended our previously developed FVM-based framework for LSP simulations by the Johnson-Cook
model to model the strain-rate hardening. The extended framework was used to reproduce FEM-based
results of Sun et al. (2022) who dealt with simulation of a single shot LSP on 7050 aluminum alloy. It was
found that both frameworks give comparable results with respect to (i) the dynamic simulation, and (ii) the
final residual stresses. Future developments will be aimed at implementation of boundary conditions for
pressure loading capable of mimicking those induced by imperfect industrial lasers.
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INFLUENCE OF SIMPLIFYING THE GEOMETRY OF THE FE MODEL 
OF THE VEHICLE FRONTAL FULL BARRIER CRASH TEST 

Jančář, R.*, Dlugoš, J.**, Fridrichová, K.*** 

Abstract: The deformation of the vehicle as a result of the accident serves as the input for determining  
the impact speed for the purposes of the expert report. One possibility of calculating the impact speed is by 
means of a verified finite element analysis (FEA) of the vehicle impact. However, to develop such a sufficiently 
accurate finite element (FE) model requires a significant financial and time investment. Such a model contains 
a number of key simplifications that are difficult to detect without prior experience. Fortunately, there are  
at least a few freely available detailed FE vehicle models that have been experimentally verified. On these it is 
possible to investigate the effect of different modelling methods on observed parameters such as overall 
deformation. This paper is specifically concerned with the sensitivity of FEA results to different levels of vehicle 
geometry modelling. A Chevrolet Silverado 1500, model year 2014, is used as a detailed FE vehicle model. 

Keywords:  Finite element analysis, crash simulation, crashworthiness, accident reconstruction. 

1. Introduction 

In accident analysis, a number of methods are used to determine crash conditions. The Energy Equivalent 
Speed (EES) is used to quantify the deformation energy of the vehicle that caused the plastic deformation. 
The EES value can be determined in various ways such as by expert estimation, comparison, correlation 
diagram, energy grid, from crash test values and the CRASH3 method. Each of these methods is described 
in detail by Bucsuházy et al. (2023). 

When a vehicle hits a barrier or another vehicle, kinetic energy is converted into deformation energy. This 
is a system of bodies that can be modelled using the finite element method (FEM). Among the first,  
this was attempted by Winter et al. (1981) on a DeLorean DMC-12 vehicle. Damage analysis of a 2010 
model year Toyota Yaris vehicle using FEM was performed by Numata (2018). Numata investigated the 
distribution of the deformation energy as a function of the overlap ratio in a frontal impact. Burg (2013) 
used the results of the finite element analysis (FEA), which he visually compared with the real deformed 
shape of the vehicle. Based on this, he determined the impact speed. A similar approach was used by Görtz 
(2016), who compared the deformation depths in a frontal impact on a column determined by FEA  
and measured on a real vehicle. 

Creating a finite element (FE) model of a vehicle for the purpose of assessing its crash deformation energy 
can be a costly and time-consuming process. Therefore, the objective of this paper is to determine which 
geometric features have the greatest influence on the results. 
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2. Methods 

A detailed FE model of the Chevrolet Silverado 1500, model year 2014, was created as part of Project No. 
DTNH22-13-C-00329 (Singh, 2012) between NHTSA and EDAG, INC. (Fig. 1). The project focused  
on exploring full-size pickup truck lightweighting options with production processes available between 
2020 and 2030. Investigation of the impact of vehicle lightweighting was observed on the verified FE model 
mentioned above. This model was created using reverse engineering tools such as 3D scan, CAD model 
reconstruction, material property measurements on real vehicle samples and others. Verification was 
performed using results from crash tests such as NHTSA test no. 8456 or test no. 8316, by comparing  
the natural frequencies of the cab or by using torsional and flexural stiffness of the body and frame. This 
resulted in a FE model containing over 1 400 components and nearly 3 million elements. Glued joints and 
spot welds were modeled by advanced methods with failure considerations based on e.g. Malcolm (2007). 

 
Fig. 1: Detailed FE model of Chevrolet Silverado 1500 (Singh, 2012). 

The effect of geometry simplification (Drapal, 2016) on the results is investigated on this FE model.  
The simplification consists of reducing a discretized component or group of components to a mass point 
that is connected to adjacent parts by RBE3 (Fig. 2). The geometry modifications are divided into the 
following groups: 

- The body group includes the windshield and rear glass, the cab doors and bucket doors, the front 
grille and the headlights. 

- The accessories group includes exhaust, spare tire, tow bar, tank and tow hooks. 

- The interior group includes the dashboard, front seats, steering wheel and pedals. 

- The suspension group includes front suspension springs, airbag model tires and brakes. 

- The engine bay group includes the battery, radiator and steering. 

- All of the above groups at the same. 

 
Fig. 2: The body group: replacement of the parts by mass points and RBE3. 
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The NCAP Frontal Full Barrier Test is simulated. The evaluated outcome parameter is the total longitudinal 
deformation of the vehicle at 56 km∙h-1. From the results of the FEA, it is evident (Fig. 3) that the 
longitudinal deformation is generally not linearly dependent on the impact speed. This is due to the 
nonlinearity of the model due to the nonlinear materials and the significant amount of contacts. This 
nonlinearity is more dominant for higher impact velocities (Bucsuházy et al., 2023; Görtz, 2018). Therefore, 
in addition to the total longitudinal deformation of the vehicle, the parameter representing speed change 
required to increase the longitudinal deformation by 1 mm is also investigated. This parameter is determined 
as a slope of the deformations for speeds of 42 km∙h-1 and 56 km∙h-1. 

 
Fig. 3: Output parameters evaluated; the total longitudinal deformation 669 mm and the slope  

0.0702 km∙h-1∙mm-1 for the full FE model. 

3. Results 

The results of the simplified geometry models are shown in Tab. 1. The combination of all groups at once 
leads to the largest difference from the results of the full FE model. The absence of selected parts and their 
replacement with mass points and RBE3 reduces the stiffness of the vehicle, leading to an increase in the 
total longitudinal deflection from 669 mm to 700 mm (an increase of 4.62 %). The engine bay group 
contributes the most to this decrease in stiffness by reducing components in the front area of the vehicle 
(battery, radiator and steering). These components are subject to the largest deformations. The radiator,  
in particular, contributes to a significant change in the overall deformation. In the case of a full FE model, 
contact between the powertrain and the radiator occurs during the impact. In the absence of the radiator, 
the powertrain moves significantly further due to the new clearance. This phenomenon can be seen  
by comparing the deformed shapes of the front of the vehicle at the same time for the FE model with  
and without the radiator (Fig. 4). 

The accessories group has the smallest effect on the deformation. The components such as exhaust, spare 
tyre, towing bracket, tank and towing hooks do not contribute too much to the vehicle's stiffness. Their 
influence is primarily through added mass. 

FE model 
Deformation 

[mm] 
Difference 

[%] 
Slope 

[km∙h-1∙mm-1] 
Difference 

[%] 

Full 669 -  0.0702 -  

All groups bellow 700 4.62 0.0623 -11.33 

The body group 672 0.37 0.0708 0.78 

The accessories group 670 0.14 0.0708 0.82 

The interior group 648 -3.13 0.0726 3.39 

The suspension group 679 1.43 0.0758 7.99 

The engine bay group 695 3.89 0.0641 -8.65 

Tab. 1: Results of the impact of geometry simplification. 
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Fig. 4: Deformation of the front of the vehicle at 27.5 ms: a) model with radiator – the full model,  

b) model without radiator – the engine bay group. 

4.  Conclusions  

In FEA of a vehicle frontal impact, the most important aspect from the geometry model point of view is to 
capture the area closest to the deformed zone as detailed as possible. This is confirmed by the results of the 
sensitivity analysis i.e., the engine bay group. The absence of the radiator causes an increase in the total 
longitudinal deformation of 3.89 %. However, if the parts involved are made of very compliant material 
such as the plastic front grille or the headlights (the body group), the reduction of these parts to mass points 
has a minimal effect on the results. The reduction of parts (even sufficiently rigid ones) in the areas far from 
the most deformed zone using mass points and RBE3 does not significantly degrade the results (the body 
group and the accessories group). 

Interesting results arose when reducing the interior group. In this group, the dashboard (represented by  
a cross brace), front seats, steering wheel and pedals were replaced by mass points. The RBE3 connection 
should not result in a stiffer cabin, yet the results provide 3.13 % less deformation compared to the full 
model. The explanation for this phenomenon requires further investigation. 

To better understand the sensitivity of the detailed FE model, it would be useful to investigate other 
influences such as the material model. The detailed FE model contains materials with multilinear stress 
diagrams for different strain rates. Further, it would be useful to investigate the influence of shell element 
formulation, mass scaling settings, and different methods of joining individual parts. 
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VIBRATION DIAGNOSTICS IN THE ASSESSMENT OF THE VEHICLES 
BODYWORK TECHNICAL STATE PROCEDURE 
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Abstract: An integral part of every vehicle, the car body plays an important role in aspects such as safety, 
aerodynamics, aesthetics and comfort. Studies of the dynamic properties of mechanical structures using modal 
analysis methods are now very widespread. The essence of this analysis is to obtain information about  
the object in the form of the so-called modal model, which consists of modes of natural vibrations, natural 
frequencies and damping coefficients, mass and dynamic stiffness. The paper presents the possibilities  
of implementing vibration diagnostics in the assessment of the vehicle structure technical state with modal 
analysis. 

Keywords:  Modal analysis, vehicle bodywork, vibration diagnostics, technical state. 

1. Introduction 

Modern vehicles in new condition provide only a certain guarantee of proper behavior in extreme road 
conditions. Of course, each vehicle is subject to natural degradation processes over the time of its operation, 
which cause individual mechanisms and systems to lose their full technical efficiency and a significant part 
of the vehicle's structure to wear out. An equally important factor influencing the strength of the structure 
is the advancing corrosion process. In addition, all kinds of accident damage and the manner and quality of 
post-accident repairs also affect the technical condition. Current methods of diagnosing the load-bearing 
structure of vehicles are to a large extent based only on the organoleptic assessment of its condition, which 
is burdened with a large error in the assessment of its strength, durability, and thus the level of safety, both 
for the driver and other road users. Thanks to proper technical service, as well as the implemented systems 
for monitoring the technical state allowing for early detection of potential damage, it is possible to maintain 
or even extend the good technical state of the structure. Maintenance consists of a set of technological 
activities necessary to maintain the vehicle's mechanisms in a state of maximum technical readiness 
throughout its entire life (Żółtowski et al., 2015). Technological activities in the extensive maintenance 
process are supported by measurement methods supporting the assessment of the current vehicle technical 
state.  

A local change in stiffness occurring in a mechanical structure is in many cases caused by damage. This 
situation has a direct impact on the form of the modal parameters of the modal model. 

The assessment of stiffness changes on the basis of the modal model can be made in such a situation on the 
basis of the knowledge of the correlation between the model of the structure without damage and the model 
created on the real object after some time of exploitation (Kałaczyński et al., 2018) 
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2. Methods 

Applying the modal analysis method in the assessment of the selected vehicle body elements state practice, 
the system under test must meet the relevant conditions and assumptions (Żółtowski et al., 2015): 

– the system is linear and its dynamics can be described using a linear system of ordinary or partial 
differential equations. From the assumption of linearity of the system, we can formulate the principle 
of superposition of the system; 

– the system satisfies Maxwell's principle of reciprocity; as a result of this condition, we obtain 
symmetrical matrices of masses, stiffness, damping and frequency characteristics; 

– the damping in the system is small or proportional to the mass or elasticity; 

– the system is observable and it is possible to measure all the characteristics that are necessary  
to know the model. 

The analysis of body dynamics is possible either on the basis of a structural model (e.g. FEM) or through 
appropriate tests on a real object. For the purposes of this study, a comparison of the applied experimental 
modal analysis for two elements of the structure of the car body, shown in Fig. 1, is presented. 

a)                                                                                        b) 
 
 
 
 
 
 
 
 
 
 
 

Fig. 1: a) An undamaged part of the vehicle body structure,  
b) damaged part of the vehicle body structure. 

Assuming that the conditions have been met, the next stage of the research is to analyze the structure  
by stimulating it to vibrate by impulse excitation. This kind of excitation can be inflicted with a modal 
hammer or a vibration inductor. Fig. 2 shows the attachment of the response sensor and how to force the 
structure with a modal hammer. Arrangement of the measuring points show in Fig. 3.  

Fig. 2: Modal analysis experiment example. 
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Fig. 3: Arrangement of measuring points on the test object. 

The vibrational forms of the structure under study take different forms depending on the frequency  
of excitation. Each of the natural resonant frequencies corresponds to a specific form of vibration, often 
also called vibration modes. Selected mods are shown in Figs. 4 and 5. 

 
 
 
 
 
 

 
 
 
 
 
 
 

 
         Fig. 4: Modeled geometry of the actual     Fig. 5: Visualization of the selected mode 
                          mode  undamaged object.                                     of the body element as a response  

            to the extortion inflicted. 

One of the basic models of mechanical structures used for diagnostic purposes are finite element models. 
The results obtained from the simulation of the tuned model are compared with the model obtained from 
the measurement on a real object.  If the correlation between the results of the model without damage  
and the results of the model derived from the experiment is close to unity, then the mechanical structure is 
not defective. A low or decreasing correlation value between the models indicates a specific type of damage 
or a progressive degradation of the mechanical structure (Łukasiewicz et al., 2014).   

This type of structural diagnosis is based on the study of changes in the elements of the stiffness or elasticity 
matrix. The stiffness and elasticity matrices are closely related to the parameters of the modal model by the 
following relationships (Olatunbosun et al., 2010): 

 𝐾 = 𝑀(∑ 𝜔
ଶ𝛹𝛹

்
ୀଵ )𝑀, (1) 

 𝑆 = ∑
ଵ

ఠ
మ ΨΨ

்
ୀଵ , (2) 

where: 𝑛 – Number of degrees of freedom, 𝑀 – mass matrix, 𝐾 – stiffness matrix, 𝑆 – elastic matrix,  
𝜔 – eigenfrequency, Ψ – vector of natural vibration modes. 
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As a result of the experiment, individual parameters of the modal model were obtained, which are 
summarized in Tab. 1.  

 Natural frequency  
of vibrations [Hz] 

Damping factor [%] Order of the modal 
model 

Undamaged 
element 

146.010 0.81 23 
241.241 3.53 37 
357.726 3.77 27 
563.986 1.99 39 
613.041 1.71 26 
867.667 2.12 40 

Damaged element 257.297 2.53 42 
426.802 1.97 34 
443.474 1.97 42 
759.213 2.26 37 
835.186 1.61 28 
913.352 1.34 24 

Tab. 1: Summary of the obtained modal model parameters. 

3.  Conclusions  

The problem of vehicle body parts degradation on Polish roads is still of importance. This is influenced not 
only by difficult climatic conditions, but also by the tendencies of vehicle users, who are largely interested 
in cars after more than ten years of operation, as well as post-accident cars, in which repair processes affect 
the dynamic properties of the repaired car components. In this type of vehicle group, the degradation of the 
body occurs to a large extent as a result of corrosion processes. This raises another problem with the 
assessment of the corrosion degree, which is still based only on organoleptic methods. Analyzing  
the available literature, it can be seen that several solutions to this problem have been developed, while  
the proposed methods are still very complicated and difficult to implement during the mandatory simple 
technical inspection. 

An attempt to apply modal analysis methods for this purpose may shed a completely new light on the 
existing problem, and even become a viable solution that can also be applied to more common use. 
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DATA-DRIVEN APPROACH TO ESTIMATING SOOT DISTRIBUTION
INSIDE CATALYTIC FILTERS IN AUTOMOTIVE EXHAUST

GAS AFTERTREATMENT

Khýr M.∗, Plachá M.∗∗, Hlavatý T.∗∗∗, Isoz M.†

Abstract: The performance and the necessary regeneration frequency of catalytic filters (CFs) used in the
treatment of automotive exhaust gases depend strongly on the solid matter accumulated within their porous
walls. Reliable predictions of solid matter (soot) accumulation are crucial in the development and optimisation
of CFs. In this contribution, we exploit the tools of artificial intelligence (AI) to estimate the distribution of soot
directly in the porous microstructure of CFs. Specifically, our AI model uses deep neural networks (DNNs) and
convolutional autoencoders (CAEs) to predict the soot distribution from information about the microstructure
and the initial velocity field. To provide the model with training and validation data, we used our previously
developed transient numerical model of particle deposition in the CF walls to calculate soot distribution in
a dataset of artificial 2D geometries. The results of the developed AI model are in good agreement with
simulation regarding the total amount of accumulated soot. However, the accuracy in the spatial distribution
of the soot is not optimal, and consequently, using estimated particle deposits to simulate the pressure drop in
the artificial microstructure results in 35 % accuracy.

Keywords: AI, DNN, CFD, OpenFOAM, catalytic filters.

1. Introduction

The ever-tightening regulation of pollutants in automotive exhaust gas requires more efficient and complex
gas aftertreatment systems. Particulate matter in the gas has to be filtered out and pollutant gases have to
be converted. These two steps can be combined in one component, the catalytic filter (CF), thus reducing
the heat losses and spatial requirements of the aftertreatment process (Kočı́ et al., 2019). The filtration
efficiency and overall pressure drop of the CF are severely affected by the deposition of particulate matter
(soot) within its porous walls. Filtration simulations can benefit microstructure design by predicting the
distribution of soot.

In our previous work, we studied gas flow and pollutant gas conversion Kočı́ et al. (2019) and particulate
matter filtration (Plachá et al., 2024) at a pore-scale level utilising tools of computational fluid dynamics
(CFD). The CFD-based pore-scale numerical solver by Plachá et al. (2024) uses a partially two-way cou-
pled Eulerian-Lagrangian approach to model the transport of solid particles in flowing gas. The solver is
capable of predicting the accumulated soot distribution resolved in space and time in good agreement with
the experimental data. In this work, we attempt to circumvent the main computational bottleneck of the
numerical model, namely the computational cost of particle tracking during the soot deposition modelling.
We propose a data-driven approach to estimating the soot distribution, and whilst our ultimate goal is to es-
timate the spatio-temporal distribution in real-world three-dimensional microstructures, at present we focus
solely on soot distribution in two-dimensional artificial geometries at an a priori selected time step.
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In the following text, we will briefly introduce the numerical model by Plachá et al. (2024) and present the
developed AI model focussing first on the structural parts; deep neural networks (DNNs) and convolutional
autoencoders (CAEs); and then on the complete architecture. Next, we describe the generation of the
artificial model dataset and, finally, we show examples of predicted soot distributions and compare the
simulated pressure drop between the microstructures with the simulated and estimated soot deposits.

2. Mathematical model

Full-order numerical model. The training and validation dataset for AI was prepared using the numerical
model by Plachá et al. (2024) which was created for simulation of the accumulation of soot within the CF.
The model combines two approaches; Eulerian and Lagrangian. The Eulerian approach is used to calculate
the flow within the CF microstructure, and the effect of particles on the flow is neglected. The calculated
velocity field is then used to simulate the transport of the particulate matter by tracking individual particles
via the Lagrangian approach. Interactions between particles are not taken into account, given their small
sizes and low concentrations. The two approaches are partially coupled, since the deposited matter is
introduced into the computational domain via an algorithm of Isoz and Plachá (2022) where the matter
creates a porous zone obstructing the flow and a probabilistic particle trap. Hence, the flow field can be
recomputed iteratively and the newly deposited particulate matter is reflected by adjusting the domain.

The SIMPLE algorithm, as implemented in OpenFOAM (OpenCFD, 2007), is used to solve the Navier-
Stokes equations in a form describing a steady-state incompressible laminar flow of a Newtonian fluid. The
computational domain Ω considered here can be divided into three respective sub-domains containing; free
pores (ΩP), catalytic coating (ΩC), and deposited soot (Ωs). The governing equations can be written as

∇ · (u⊗ u)−∇ · (ν∇u) = −∇p̃+ s

∇ · u = 0
, s =


0 in ΩP

− ν
κC

u in ΩC

−φs νκs
u in Ωs

(1)

where u is the gas velocity, ν kinematic viscosity and p̃ the kinematic pressure. The source term s is active
only in the catalytic coating (ΩC) and in the deposited soot (Ωs), as it accounts for additional resistance in
these porous regions, calculated based on the Darcy permeability model. Particle tracking implementation
reflects Newton’s second law of motion

m
d2r

dt2
= FD + FB , (2)

where r is the particle position and m the particle mass. Two forces acting on the particles are assumed;
the drag FD and the Brownian force FB; other forces are negligible. To calculate the drag, the Stokes law
with Cunningham slip correction is used (Plachá et al., 2024). The Brownian force is calculated as in Li and
Ahmadi (1993). Furthermore, the model implements the effect of adhesion of the soot via a probabilistic
trap. When a particle comes into contact with the walls of the CF or the coating, the probability is set
to P = 1. In cells with deposited soot, a particle is trapped with probability P = φs, where φs is
the volume fraction of soot in the cell. The model is implemented in the OpenFOAM open-source C++
library (OpenCFD, 2007) and its detailed description can be found in Plachá et al. (2024); Isoz and Plachá
(2022).

The numerical model was used by Plachá et al. (2024) to perform simulations in 500µm long segments
of the wall of the CF channel, see Fig. 1a. A two-dimensional square cutout with size 80µm was created
as a model geometry for the AI. The cutout captures a single channel the inner dimensions of which were
parameterised. Namely, the number of substrate and coating layers on the walls were changed to ensure
that the model dataset includes geometries with various structural characteristics, see examples in Fig. 1c.

Data-driven soot estimation model. The neural network design stems from our objective to estimate
the soot distribution function φts : Ω ⊂ Rd → [0, 1], d = 2, 3 at an a priori selected time t ∈ (0, T ]
via an approximation of an operator G. The operator’s arguments are the binary microstructure function
Z : Ω → {0, 1}2 and the initial velocity field u : Ω → Rd in a clean CF. Fundamentally, this approach
is inspired by the DeepONet of Shukla et al. (2024). In particular, discrete approximations of Z and u are
processed and a discrete approximation of φts is returned, i.e., we pursue a discrete approximation of G.
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a) wall section b) real microstructure cutouts

c) artificial cutouts

substrate
coating

Fig. 1: a) CF wall segment from (Plachá et al., 2020); b) and c) examples of microstructure cutouts.

To efficiently process high-dimensional data, separately trained fully-connected deep neural network and
three convolutional autoencoders are used in the model. The microstructure data including substrate (ZS)
and catalytic coating (ZC) are processed by the first autoencoder, the velocity field (u) by the second and
the soot volume fraction field (φts) by the third. Note that all the fields in the present work are considered
to be of dimension d = 2. Lastly, the field of the volume fraction of soot is estimated by the deep neural
network.

Deep neural networks (DNNs) consist of layers of small units, so-called neurons. Each neuron represents
a function, the function of the j-th neuron in the i-th layer can be written as oij = fji(x). The input of
the function (x = oi−1) is the vector of outputs of neurons forming the (i − 1)-th layer. The output is
a part of inputs to each neuron in the (i + 1)-th layer. The function fij is a composed parametric function
aij(w

T
ijoi−1), where a is the activation function and w the weight vector. In matrix-vector notation, the

parametric function for i-th layer can be written as

fi(oi−1) = ai(W
T
i oi−1) , (3)

where a is generally non-linear and applied in an element-wise manner on the product of the weight matrix
W and the previous layer output oi−1 representing an affine transformation. Training a neural network
means adjusting the network weights to minimise the error in fitting the given data.

A convolutional autoencoder is formed of two parts; an encoder and a decoder. The role of the encoder is to
gradually reduce the dimensionality of the input data, and it commonly consists of a combination of convo-
lutional and downsampling layers. On the other hand, the decoder uses transposed convolutional layers with
strides and/or upsampling to reconstruct high-dimensional data from the low-dimensional representation.

The complete architecture of the AI model comprises two encoders for transforming the high-dimensional
input data into low-dimensional latent representations, a DNN for work in the latent space and, a decoder
for transformation of the DNN output back. The approximated operator G then works in several branches.
In the first one, the two matrices ZS and ZC representing the microstructure are given to the pre-trained
encoder and they are converted into their latent representation. In the second branch, the flow field data u
are processed similarly to the first branch. Thereafter, the DNN estimates the latent representation φ̃S of the
desired field φs. Lastly, the two-dimensional φs is reconstructed by the pre-trained decoder. The architecture
described and data examples are depicted in Fig. 2a.

Data transfer between full-order model and AI. The cells of the initial coarse orthogonal computa-
tional mesh correspond one-to-one to the elements of the binary matrices Z. However, during simulation,
the mesh is refined near the edges and in regions with accumulated soot. This leads to a locally refined un-
structured mesh from which the results cannot be used directly as input to the encoders. The data from the
unstructured mesh must first be mapped back onto a coarse structured orthogonal mesh, and then the cell-
centre values can be read and stored in rectangular matrices. Similarly, the estimated values φ̂s are mapped
back onto a coarse mesh and, subsequently, the mesh is refined and used in the simulation to compute the
pressure drop.

3. Results

Examples of soot distribution estimates compared to simulation together with pressure fields in model ge-
ometries calculated with estimated and simulated soot deposits are shown in Fig. 2b. Although the network
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was able to capture the general shape of accumulated soot, the mean squared error (MSE) in the estimated
soot distributions across the validation dataset is larger than 50 %, since the estimated distributions are more
diffuse. This also affects the pressure fields and the calculated pressure drop, which has a mean error 35 %
across selected samples.

ZS, ZC encoder

ux, uy encoder

φ̂s decoderdeep neural network

CFD

AI

CFD

AI

φs [1]

1

0

p [m2s−2]

350

0

a)

b)

Fig. 2: a) AI model architecture and b) examples of soot distributions and pressure fields in model geometries.

4. Conclusions

We presented the design of a neural network capable of estimating the soot distribution in the catalytic filter
walls. We used an existing numerical model to create an artificial model dataset that was then used for
network training and validation. We have demonstrated the model’s ability to process structural data and
provide qualitative estimates of the soot distribution, which are accurate in the total amount of accumulated
soot but lack the sharp spatial distribution. Since the smearing present in AI estimates affects the pressure
drop, we are currently working to address this before extending the model to three-dimensional geometries.
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DYNAMIC PROPERTIES OF PRESSURE COMPENSATED PUMP 

Kolář D.* 

Abstract: The aim of the study is to evaluate the dynamic properties of a variable displacement pump. It is 
a pressure compensated axial piston pump with swash plate. The dynamic properties will be evaluated 
for transient response. The transient response will be induced by the rapid closure of the directional valve 
located at the pump outlet. The consequence of the directional valve rapid closure is the regulation 
of the displacement. The main motivation of this paper is to determine, if the pump speed and the set pump 
displacement affect the control time in and the overshoot. A methodology for measuring the dynamic properties 
during the transient response is presented in this paper. The experimental circuit used to measure the dynamic 
properties is described. Subsequently, the time dependence of the pressure at the pump outlet is evaluated when 
the directional valve at the pump outlet is rapidly closed. The measurements are then used to evaluate 
the overshoot and the control time in as a function of the pump speed and the pump relative displacement. 
The results will be further used to create a mathematical model of a pressure compensated pump. 

Keywords:  Dynamic properties, pressure compensated pump, overshoot, control time in. 

1. Introduction 

Pressure compensated pumps are used in many industrial applications. Pressure compensated pumps 
are used in energy saving systems as shown in (Vašina et al., 2018). The pressure compensated pump works 
on the following principle. When the pressure in the circuit reaches to the value set on the pressure 
compensator, the pump displacement is regulated to the minimum value. From this perspective, two basic 
states can be defined for the pressure compensated pump. In the first state, the pressure at the pump outlet 
has not reached the value, which is set on the pressure compensator. The pump displacement is maximal 
and the pump generates the maximal flow rate. In the second state, the pressure at the pump outlet has 
reached the value, which is set on the pressure compensator. The pump displacement is minimal 
and the pump generates the minimal flow rate. This minimal flow rate covers the flow losses of the pump 
to maintain a constant pressure at the pump outlet. If there is a sudden increase in hydraulic resistance 
in the circuit, the pressure will also increase. This can be demonstrated, for example, by the rapid closure 
of the directional valve at the pump outlet. The decrease of pump displacement occurs over a certain settling 
time. In the meantime, the pressure at the pump outlet also rises above the value, which is set at the pressure 
compensator. In terms of the transient response, it is desirable to avoid pressure peaks in the system 
and to keep the settling time as short as possible. The dynamic properties of a pressure compensated pump 
are examined by (Mondal et al., 2022; Mondal et al., 2018). They investigate how the closing speed of the 
valve at the pump outlet affects the pressure peak. From their results, it can be observed that as the closing 
time increases, the pressure peak in the system decreases, but the settling time increases. Subsequently, 
(Saleh et al., 2006) examine whether the pump speed has an effect on overshoot and settling time. 
They concluded that as the pump speed increases, the overshoot increases and the settling time decreases. 
The knowledge of these properties is important for the development of the mathematical model of pressure 
compensated pump. 
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2. Methods 

An experimental circuit was designed and assembled to measure the dynamic properties of the pressure 
compensated pump. A scheme of the circuit is shown in Fig. 1. The main part of the circuit is the pressure 
compensated pump (HP+PC). The pump has a set screw, which can be used to limit the displacement. 
The source of mechanical energy for the pump is the electric motor (M). The electric motor speed is control 
by a frequency converter (FC). A relief valve (RV) is connected in parallel to the pump to ensure the safety 
function. The pump is loaded by a proportional relief valve (PRV). A directional valve (DV), which 
is located before the proportional relief valve, is used to close the pump outlet. In order to keep the oil 
viscosity constant, a cooler (C) is placed in the circuit. A temperature of 53 °C ± 1 °C is maintained in the 
circuit. The oil purity is maintained by the filter (F). The circuit is further contained a pump outlet pressure 
sensor (PS), a flow rate sensor (FS), a speed sensor (SS) and a temperature sensor (TeS). The tank (T) 
is a reservoir for the oil. 

 
Fig. 1: Experimental circuit scheme. 

Measurement procedure 

The relief valve (RV) was fully open. The directional valve (DV) was closed and at the pressure 
compensator (PC) was set the maximal pressure. The speed of electric motor (M) was set to value 
n = 1 500 min-1. The pressure at the relief valve was set to value pRV = 250 bar. The pressure at the pressure 
compensator was set to value pPC = 110 bar. Then the directional valve (DV) was opened. The pressure 
at the proportional relief valve was set to value pPRV = 40 bar. Then, time recording of the variables was 
performed with a time of 3 s and a sampling rate of 0.0001 s. At time t = 0.5 s, the directional valve (DV) 
was closed. This process was repeated for pump speed n = (1 250; 1 000; 750; 500) min-1 and pump relative 
displacement β = (0.75; 0.50; 0.25). The pump relative displacement β is the ratio between the set pump 
displacement and the maximal pump displacement. 

3. Results 

If the directional valve is closed rapidly, a transient response will occur. The result of the transient response 
is a pressure peak, which is determined by the kinetic energy of the oil, the oil bulk modulus, the oil 
viscosity, etc. (Bureček et al., 2015; Hružík et al., 2017). In this research, the time dependencies of pressure 
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p at the pump outlet during the rapid closure of the directional valve were evaluated. The control time in tSE 
was evaluated from each time dependence. The control time in tSE is the time, which is elapsed from the 
moment, when the directional valve is closed to the moment, when maximal pressure is reached at the pump 
outlet, see (RE 92 712). Subsequently, the pressure peak pmax was evaluated from each time dependence. 
Furthermore, the time dependencies of pressure p at the different pump speeds n are shown in Fig. 2a and 
also the time dependencies of pressure p at different pump relative displacements β are shown in Fig. 2b. 
In Fig. 2a is shown an example of the control time in tSE (s) and pressure peak pmax (bar) evaluation. 
Subsequently, the overshoot x (%) was evaluated for each pressure peak pmax, according to: 

 𝑥 =
ೌೣ

ು
· 100 − 100, (1) 

where pmax is the pressure peak (bar) and pPC is the pressure set at the pressure compensator (bar). 

        a)           b) 

Fig. 2: Time dependencies of pressure p: 
a) for different pump speeds n, b) for different pump relative displacements β. 

The dependencies of the control time in tSE on the pump speeds n at the different pump relative 
displacements β were evaluated, see Fig. 3a. Subsequently, the dependencies of overshoot x on the pump 
speeds n at the different pump relative displacements β were also evaluated, see Fig. 3b. 

         a)            b) 

Fig. 3: Dependencies on the pump speeds n at the pump relative displacements β: 
a) of the control time in tSE, b) of the overshoot x. 

Fig. 3a shows the control time in tSE decreases with an increasing pump speed n and the control time in tSE 
decreases with an increasing pump relative displacement β. Fig. 3b shows the overshoot x increases with 
an increasing pump speed n and the overshoot x increases with an increasing pump relative displacement 
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β. These evaluated control times in tSE can be burdened with a deviation of up to 3 ms, which is due to the 
effect of different closing times of the directional valve at different flow rates Q. 

In Tab. 1 are evaluated values of control time in tSE and overshoot x at different pump speeds n and different 
pump relative displacements β. 

 

n = 1 500 min-1 n = 1 250 min-1 n = 1 000 min-1 n = 750 min-1 n = 500 min-1 

tSE [ms] x [%] tSE [ms] x [%] tSE [ms] x [%] tSE [ms] x [%] tSE [ms] x [%] 

β = 1.00 22.3 68.4 24.0 57.5 30.1 46.8 38.6 37.0 47.2 23.6 

β = 0.75 27.8 52.1 27.9 44.5 33.7 36.9 38.8 27.6 49.1 18.5 

β = 0.50 32.7 34.0 33.3 28.9 40.2 23.3 47.9 17.7 64.2 11.2 

β = 0.25 43.1 16.6 48.6 13.7 58.8 10.1 74.5 6.6 109.0 0.0 

Tab. 1: Evaluated values of control time in tSE and overshoot x. 

4.  Conclusions 

The aim of this study was to assess the effect of the pump speed and pump relative displacement 
on the dynamic properties of the pressure compensated axial piston pump with a swash plate. 
The measurements were carried out at different pump speeds and different pump relative displacements. 
The main monitored variables were control time in and overshoot. It was found, when the pump speed 
increases the control time in decreases and the overshoot increases. It was also found, when the pump 
relative displacement increases the control time in decreases and the overshoot increases. The results will 
be used to develop and verify the mathematical model of the pressure compensated pump. Also, the results 
can be used to compare the dynamic properties of pressure compensated pumps of other design types. 
In the future, the time dependence of torque on the pump shaft will be measured. 
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DESIGN OF CABLE-NETS FOR GLASS FAÇADES 

Komlev V.*, Machacek J.** 

Abstract: The studies of cable-nets supporting glass façades are presented. Numerical modelling of the net, 
point-fixed bolted (spider) attachment and glass panes is described in some details using ANSYS software. 
Basic entry data concerning geometry, glass and cable properties are introduced based on current European 
Standards. Commonly recommended cable prestressing and the transverse wind loading in accordance with 
Eurocode 1 are employed. Partial results of large parametric studies are presented, covering various cable-
net geometry, set of glass thicknesses and cable diameters. Finally, the study of a failure of some cables  
and robustness of the cable-net is demonstrated. 

Keywords:  Cable-net, prestressing, glass façade, nonlinear analysis, anchorage failure, robustness. 

1. Introduction and analysis 

Large-scale glass façades are frequently supported by prestressed cable-net systems using point-fixed 
fittings to attach glass panes, see Fig. 1. The systems and basic elements (laminated or insulated glass units, 
point-fixed bolted (spider) or clamped fittings, prestressed stainless steel cables incl. anchors) are described 
in some details by Komlev and Machacek, 2022, 2023. 

    

Fig. 1: Market Hall Rotterdam (2014), Mennica Tower Warsaw (2019), Hudson Yard 20 N. Y. (2018). 

The typical cable-nets with laminated glass panes attached by spider fittings were analysed by the authors 
using software ANSYS 2021/R2 and facilitating by use of the Python code. FE modelling employed 
elements SOLID 186 (glass), SOLID 187 (spiders) and BEAM 188 (cables). Frictional contact surfaces 
were introduced in the all mentioned elements. The prestressing was applied on each cable at its one end in 
the direction of the cable axis. The transverse loading represents wind loads in accordance with EN 1991-
1-4 (region III, terrain III, force coefficients for suction -1.2) as a characteristic pressure of Fwk =1 kPa  
(in case of the serviceability limit states, i.e. for deflections) and design pressure of Fwd =1.5 kPa (in case 
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of ultimate limit states, i.e. for stresses and cable loads). These loadings were applied as the uniform area 
loadings following the cable prestress in the next, final loading step. 

After the successful validating of the modelling using experiments by Yussof (2015) and verification using 
data by Shang (2014) (for details see Komlev and Machacek (2023)) this paper presents results  
of parametric studies concerning the realistic configurations of cable nets, laminated glazing and robustness 
of the façades after failures of some cables.  

2. Basic data 

The studies cover an arbitrary chosen façades with cable-nets according to Fig. 2. The glass panes are 
attached by spider point-fixed bolted fixing, while the 5 mm gap among the panes for silicon sealing is 
considered. 

 
 

 

Fig. 2: Cable-nets analysed in the study and “spider” fixing of the glass panes.  

The laminated glass was considered from two glass panes of various thickness with PVB (polyvinylbutyral) 
0.76 mm interlayer. In accordance with standards EN 16612 (Glass in buildings - Determination of the 
lateral load resistance of glass panes by calculation, CEN, 2019) and CEN/TS 19100-2 (Design of glass 
structures - Part 2: Design of out-of-plane loaded glass components, EN-CENELEC, 2021) the equivalent 
thicknesses for numerical analysis were established (see Tab. 1), while shear factor taking PVB into account 
was considered as  = 0.3. 

Laminated glass 
Equivalent thickness for 

deflections [mm] 
Equivalent thickness for 

stresses [mm] 

4+0.76+4 6.63 7.32 

6+0.76+6 9.75 10.74 

8+0.76+8 12.86 14.15 

10+0.76+10 15.98 17.57 

12+0.76+12 19.10 20.98 

Tab. 1: Laminated glass used in the study. 

Glass properties according to EN 16612: modulus of elasticity 70 GPa, density 2 500 kg/m3, compression 
strength 1 000 MPa, Poisson’s ratio 0.23 and the design bending strength for the thermally toughened safety 
glass follows from the standard formulas based on class CC3 consequences (see EN 19100-1) for MA = 2.0 
and MV = 1.3. Resulting design bending strength gives fgd = 75.7 MPa. 

Stainless steel Macalloy cables 1 x 19 with modulus of elasticity 107 GPa, diameters, breaking and design 
loads according to Tab. 2 were considered in the study. The prestressings were assumed to be 30 % of the 
design loads in accordance with the published recommendations. 

The deflections in the serviceability limit states (for the characteristic loadings) are limited in accord with 
EN 16612 either to L/65 or 50 mm, with L as the shorter span. The absolute value seems to be rather strange 
in respect to the net dimensions and so only limit L/65 was taken into account. The respective value for the 
1 200 x 1 200 [mm] net gives 92.5 mm and for the 1 500 x 1 500 [mm] net results in 115.6 mm. 
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Diameter [mm] Breaking load [kN] Design load [kN] Prestressing load [kN] 

14 139 92.7 27.8 

16 182 121.3 36.4 

19 212 141.3 42.4 

22 285 190.0 57.0 

26 398 265.3 79.6 

Tab. 2: Stainless steel strands Macalloy 1 x 19 used in the study. 

3. Results of studies 

3.1. Strengths and deflections 

Results of parametric studies with the net of 1 200 x 1 200 [mm] is presented in Tab. 3, of the net 
1 500 x 1 500 [mm] in Tab. 4. The nets not satisfying either glass design bending stress (< 75.7 MPa)  
or limit deflections (for the net 1 200 x 1 200 < 92.5 [mm] and for the net 1 500 x 1 500 < 115.6 [mm]) are 
shown in italics (Note: not satisfying nets with even lower dimensions were in these tables excluded). 

Laminated glass 
[mm] 

Cable diameter 
[mm] 

Cable prestress 
[kN] 

Maximal cable 
force [kN] 

Maximal glass 
stress [kN] 

Maximal 
deflection [kN] 

10+0.76+10 14 27.8 36.1 55.3 102.5 

4+0.76+4 16 36.4 42.2 75.7 91.5 

6+0.76+6  36.4 42.5 58.6 87.0 

10+0.76+10  36.4 43.9 51.8 83.6 

4+0.76+4 19 42.4 48.9 68.9 79.3 

6+0.76+6  42.4 48.0 40.3 74.9 

10+0.76+10  42.4 49.8 37.7 72.4 

Tab. 3: Results for net 1 200 x 1 200 [mm]. 

Laminated glass 
[mm] 

Cable diameter 
[mm] 

Cable prestress 
[kN] 

Maximal cable 
force [kN] 

Maximal glass 
stress [kN] 

Maximal 
deflection [kN] 

12+0.76+12 19 42.4 57.6 62.0 120.7 

8+0.76+8 22 57.0 69.3 64.3 102.0 

10+0.76+10  57.0 69.6 61.4 99.1 

12+0.76+12  57.0 70.2 58.8 97.5 

8+0.76+8 26 79.6 89.9 59.6 80.4 

10+0.76+10  79.6 90.4 57.4 78.1 

12+0.76+12  79.6 90.9 56.2 76.8 

Tab. 4: Results for net 1 500 x 1 500 [mm]. 

The maximal cable forces seem to be rather low in comparison with the design cable load given in Tab. 2. 
Therefore, in spite of generally recommended prestressing value of 30 % much higher prestressing seems 
to be appropriate.  

3.2. Failure of anchors and net robustness 

A failure of the anchorage of various cables in the 1 500 x 1 500 [mm] façade cable-net was studied  
and the decisive case is presented in Fig. 3. 
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The cable-net with cables of Ø 22 mm and laminated glass panes 10+0.76+10 [mm] under the above 
specified wind loading and full prestressing according to Tab. 4 demonstrated the worst total behaviour 
with failure of the mid vertical cable (V3), resulting in increasing the deflection of 11 % (109.9/99.1), glass 
stressing of 19 % (73.2/61.4) and the neighbouring cable forces increase of 12 % (69.4/61.8).  

V1 V2 V3 V4 V5

H1

H2

H3

H4

57.0
61.8

69.6 57.0
61.8

[kN]

57.0

57.0

61.6

61.6

max. deflection 99.1 mm
max. glass stress 61.4 MPa

 

V1 V2 V3 V4 V5

H1

H2

H3

H4

58.8
69.4

0 58.8
69.4

[kN]

60.0

60.0

65.9

65.9

max. deflection 109.9 mm
max. glass stress 73.2 MPa

 

Fig. 3: Cable-net 1 500 x 1 500 [mm]: Full prestressing (left)  
and failure of cable anchorage V3 (right). 

Potential failures of other cables in the above cable-net under the wind loading show the substantial increase 
of the most loaded vertical cable V3: a failure of the V2 cable gives the increase of 9 %, a failure of the V1 
cable gives 3 %, a failure of the H2 cable gives 13 % and a failure of H1 cable gives the increase of 11 %. 

Partial loss of the 1/3 or 2/3 of the original prestressing was also studied, including the decrease  
of prestressing of all cables or each of the individual cables. The results of these studies will be published 
elsewhere. 

4. Conclusions 

The paper follows up the previous papers of authors (Komlev and Machacek, 2022, 2023) with presenting 
results of parametric studies concerning strength and deflections of realistic façade prestressed cable-nets 
covered by laminated glass panes attached by fixed-point bolted fittings under wind loading. 

The study also presents some results of individual cable failures. It is obvious, that the impact of failure of 
mid cables is decisive, while failures of the edge cables are less dangerous. The full study covers both 
partial and full loss of the prestressing and will be presented elsewhere.  

The following studies of the authors (under way) investigate the optimal prestressing values, thermal effects 
influencing the façade cable-nets and dynamic behaviour of the cable-nets. 
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INFLUENCE OF BERKOVICH INDENTER TILT ON THE PROJECTED 
CONTACT AREA AT NANOINDENTATION TEST 

Kovář J.*, Fuis V.** 

Abstract: At the nanoindentation test, the tilt of the indenter or specimen surface can occur. This deviation 
influences the projected contact area, which is important for the evaluation of the Young modulus  
and hardness. This paper is aimed on the derivation of the analytical expressions for the projected contact 
area if the indenter is tilted in 3D space. Then the projected contact area is the same as the area of indenter 
cross-section by the plane corresponding to the specimen surface. The calculated results for tilted and ideal 
indenter were compared and the influence of the indenter tilt was evaluated. The cross-sections were plotted 
for few indenter tilts to better describe the change of the projected contact area. The results show that indenter 
tilt can have significant impact on the results if the indenter tilt is big enough. 

Keywords:  Berkovich indenter, tilt, nanoindentation, projected contact area, shape function. 

1. Introduction 

The nanoindentation test is well-known method for determination of the Young modulus and hardness  
of the tested specimen (Oliver, 1992). To obtain correct results, the projected contact area to the specimen 
surface has to be known. This area is influenced by the indenter or the specimen tilt in 3D space. When the 
specimen is tilted, the projected contact area is the same as the area of indenter cross-section by a plane  
of specimen surface. The analytical expressions for the area of the sections of mostly used Berkovich 
indenter (Fig. 1), which has the shape of the three-sided pyramid, were already derived (Shi, 2013). 
However, simplifications, which could have influence to the calculated results, were used; therefore, 
derivation of expressions will be done without these simplifications in this paper to evaluate the influence 
of the specimen tilt on the projected contact area and results of nanoindentation more precisely. 

 
Fig. 1: Berkovich indenter. 
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2. Derivation of the analytical expressions 

The modified Berkovich indenter, here referred to as Berkovich indenter, is defined by only one parameter, 
which is the angle between the z-axis and the center of the side of the indenter at the section of the indenter 
(𝛼 in Fig. 2). The commonly used value of this parameter is 𝛼 = 65.3 ° (Borodich, 2003). To make  
the following derivation more clear, the opposite angle (𝜑) was used. The relation between these parameters 
is given by (1). 

 
Fig. 2: Section of the Berkovich indenter by xz-plane. 

 tan 𝜑 = 2 · tan 𝛼 (1) 

2.1. Parametrization of the indenter edges 

If the indenter is cut by a plane, the cross-section is triangular, with the apexes at the intersection of the 
cutting plane with indenter edges. From the geometry of the indenter (Figs. 1 and 2), the unit vectors  
of indenter edges were derived and because all edges come out from the origin of the coordinate system  
(point A), the parametric equations of the edges can be expressed by (2) ÷ (4). The parameter can reach  
the infinity, because the indenter was expected as unbounded from the upper side. 

 𝑝:    𝑥 =
୲ୟ୬ ఝ·భ

ඥ୲ୟ୬మ ఝାଵ
 ;   𝑦 = 0 ;   𝑧 =

భ

ඥ୲ୟ୬మ ఝାଵ
         𝑝ଵ𝜖⟨0; ∞) (2) 

 𝑞:    𝑥 =
ି ୲ୟ୬ ఝ·ୱ୧୬ ଷ°·మ

ඥ୲ୟ୬మ ఝାଵ
 ;   𝑦 =

୲ୟ୬ ఝ·ୡ୭ୱ ଷ°·మ

ඥ୲ୟ୬మ ఝାଵ
 ;   𝑧 =

మ

ඥ୲ୟ୬మ ఝାଵ
         𝑝ଶ𝜖⟨0; ∞) (3) 

 𝑟:    𝑥 =
ି୲ୟ୬ ఝ·ୱ୧୬ ଷ°·య

ඥ୲ୟ୬మ ఝାଵ
 ;   𝑦 =

ି ୲ୟ୬ ఝ·ୡ୭ୱ ଷ°·య

ඥ୲ୟ୬మ ఝାଵ
 ;   𝑧 =

య

ඥ୲ୟ୬మ ఝାଵ
         𝑝ଷ𝜖⟨0; ∞) (4) 

2.2. Parametrization of the section plane 

The next step was the obtaining of the equation for the slice plane 𝜌. This plane was created from the plane 
xy, which was firstly rotated by angle 𝜀 around the x-axis, then about 𝜆 around y-axis and finally moved  
in the way of z-axis about the value of the contact depth (ℎ) which is depending on the indentation depth 
(Oliver, 1992). For this plane, the unit vectors were derived and the normal vector was derived by its cross 
product (5). When the normal vector was known, the equation of the section plane (6) was derived.  

 𝑛ఘሬሬሬሬ⃗ = (cos 𝜀 · sin 𝜆 ; − cos 𝜆 · sin 𝜀 ; cos 𝜆 · cos 𝜀) (5) 

 𝜌:   cos 𝜀 · sin 𝜆 · 𝑥 − sin 𝜀 · cos 𝜆 · 𝑦 + cos 𝜀 · cos 𝜆 · 𝑧 − cos 𝜀 · cos 𝜆 · ℎ = 0 (6) 

2.3. Determination of the edges of cross-section 

From the parametric equations of the edges (2 ÷ 4) and the equation of the plane (6), the coordinates of the 
apexes of the triangular cross-section were derived (7 ÷ 9) (B, C, and D in Fig. 3). These coordinates are 
dependent on the values of parameters from (2 ÷ 4), which can be determined in the intersection of the 
edges and plane according to (10 ÷ 12). 

 
Fig. 3: Section of the Berkovich indenter by tilted plane. 

167



 

 3

 𝐵 = 
୲ୟ୬ ఝ·భ

,

ඥ୲ୟ୬మ ఝାଵ
; 0;

భ
,

ඥ୲ୟ୬మ ఝାଵ
൨ (7) 

 𝐶 = 
ି ୲ୟ୬ ఝ·ୱ୧୬ ଷ°·మ

,

ඥ୲ୟ୬మ ఝାଵ
;

୲ୟ୬ ఝ·ୡ୭ୱ ଷ°·మ
,

ඥ୲ୟ୬మ ఝାଵ
 ;

మ
,

ඥ୲ୟ୬మ ఝାଵ
൨ (8) 

 𝐷 = 
ି ୲ୟ୬ ఝ·ୱ୧୬ ଷ°·య

,

ඥ୲ୟ୬మ ఝାଵ
;

ି ୲ୟ୬ ఝ·ୡ୭ୱ ଷ°·య
,

ඥ୲ୟ୬మ ఝାଵ
 ;

య
,

ඥ୲ୟ୬మ ఝାଵ
൨ (9) 

 𝑝ଵ
, =

·ඥ୲ୟ୬మ ఝାଵ

୲ୟ୬ ఒ·୲ୟ୬ ఝାଵ
 (10) 

 𝑝ଶ
, =

·ඥ୲ୟ୬మ ఝାଵ

ି ୱ୧୬ ଷ°·୲ୟ୬ ఒ·୲ୟ୬ ఝିୡ୭ୱ ଷ°·୲ୟ୬ ఌ·୲ୟ୬ ఝା
 (11) 

 𝑝ଷ
, =

·ඥ୲ୟ୬మ ఝାଵ

ି ୱ୧୬ °·୲ୟ୬ ఒ·୲ୟ୬ ఝାୡ୭ୱ ଷ°·୲ୟ୬ ఌ·୲ୟ୬ ఝାଵ
 (12) 

2.4. Derivation of the surface of cross-section 

From the known apexes of the triangle (7–9), the area of the cross-section was calculated. The two vectors 
corresponding to the edges of the triangle were created and then the cross-section area was determined  
as the half of its cross product size. The resulting expression (13) was depended on the values 𝑝ଵ

, , 𝑝ଶ
, ,  

and 𝑝ଷ
,  (10–12). When these parameters were substituted to the (13), the final equation (14) was derived  

by Matlab with the relation between parameters 𝜑 and 𝛼 from (1).  

 𝐴 =
√ଷ·୲ୟ୬ ఝ

ସ·(୲ୟ୬మ ఝାଵ)
· ට൫2 · 𝑝ଶ

, · 𝑝ଷ
, − 𝑝ଵ

, · 𝑝ଶ
, − 𝑝ଵ

, · 𝑝ଷ
, ൯

ଶ
+ 3 · ൫𝑝ଵ

, · 𝑝ଷ
, − 𝑝ଵ

, · 𝑝ଶ
, ൯

ଶ
+ tanଶ 𝜑 · ൫𝑝ଵ

, · 𝑝ଶ
, + 𝑝ଶ

, · 𝑝ଷ
, + 𝑝ଵ

, · 𝑝ଷ
, ൯

ଶ (13) 

 𝐴 = 3
య

మ · ℎ
ଶ · tanଶ 𝛼 · ට

୲ୟ୬మ ఌା୲ୟ୬మ ఒାଵ

(ଶ·୲ୟ୬ ఈ·୲ୟ୬ ఒା )మ·൫ଶ·୲ୟ୬ ఈ·୲ୟ୬ ఒିଵା୲ୟ୬మ ఈ·(ଷ·୲ୟ୬మ ఌି୲ୟ୬మ ఒ)൯
మ (14) 

The cross-section for the untilted Berkovich indenter can be determined by (15) (Oliver, 1992). Then  
the ratio between the cross-sectional areas of the tilted and untilted indenter can by determined by (16). 
Ratio is dependent only on the angles of tilt (𝜀 and 𝜆) and the indenter angle 𝛼. 

 𝐴 = 3
య

మ · ℎ
ଶ · tanଶ 𝛼 (15) 

 

బ
= ට

୲ୟ୬మ ఌା୲ୟ୬మ ఒାଵ

(ଶ·୲ୟ୬ ఈ·୲ୟ୬ ఒାଵ)మ·൫ଶ·୲ୟ୬ ఈ·୲ୟ୬ ఒିଵା୲ୟ୬మ ఈ·(ଷ·୲ୟ୬మ ఌି୲ୟ୬మ ఒ)൯
మ (16) 

3.  Results and discussion 

The Berkovich indenter was cut by the plane at the indentation depth 100 nm, the section plane was tilted 
and the areas of cross-sections were calculated according to (14). The relative differences between the areas 
obtained by tilted and untilted section planes are shown in Fig. 4. The plotted surface shows that the 
difference is symmetrical for the positive and negative values of the tilt in x-axis. This is due to the same 
symmetry of the indenter. The calculated results show difference against the expression determined by (Shi, 
2013), due to the simplifications which were used in their derivation. The Berkovich indenter was modelled 
in the 3D CAD software Autodesk Inventor and the areas of its cross-sections by tilted plane were measured 
and compared with the results of analytical calculations. Both methods gave the same values. To better 
depiction of the tilt influences, the tilted and untilted planes were plotted for few combinations of the angles 
ε and λ in Fig. 5. The values of angles were chosen according to Fig. 4. All calculations assumed tilted 
surface of the tested specimen (section plane), as the indenter is tilted, the contact depth needs to be 
corrected for the influence of the indenter tilt. 

4.  Conclusion 

The analytical expressions for the calculation of the cross-section of Berkovich indenter by tilted plane 
were derived. These expressions were applied to the calculation of projected contact area at the 
nanoindentation of the tilted specimen by the Berkovich indenter. The results show that tilt lower than 1 ° 
gives relative difference in contact areas lower than 1 %. As the Berkovich indenter is symmetrical, the tilt 
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around x-axis, which lies in the plane of symmetry, causes the symmetrical influence of the contact area. 
The future work could be aimed on the determination of the projected contact area of the blunted indenter. 

 

 

Fig. 4: Relative difference of the 
areas of cross-section by tilted 

and untilted planes at the 
indentation depth 100 nm (ε – tilt 

in x-axis, λ – tilt in y-axis). 

  

 

 

Fig. 5: Cross-sections of the Berkovich 
indenter at the depth 100 nm (green – section 
by untilted plane, red – section by plane tilted 

in x-axis by ε and in y-axis by λ). 
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Abstract: Single hand sign language alphabet letters can be successfully detected and classified from  
a single still image using convolution neural networks (CNN). Czech variant of the alphabet uses specific 
motions to add diacritics to the letters. The paper deals with determination of such a motion using optical flow 
analysis of image sequences. 

Keywords:  Diacritics detection, sign language, gesture recognition. 

1. Introduction 

Sign language is fully developed language with its own grammar and lexicon, used as primary 
communication mean by hearing impaired (Sandler, 2006). Sign languages are not universal nor mutually 
intelligible, but all are based on manual articulation combined with non-manual markers, such as facial 
expressions. Sign language alphabet (or fingerspelling) is a subset of sign language used to express words 
that do not have a specific sign, such as names. 

Several methods were proposed to automatically detect and classify particular signs, some using special 
instrumentation such as accelerometers on gloves/hands of the gesturer, see e.g. (González, 2018), or 3D 
sensing technology (Dong, 2015; Ma, 2016). With the development of machine learning techniques, the 
recent focus is on the classification using monocular images as the solely source of input. Czech sign 
language single hand alphabet was successfully classified by convolution neural network (CNN), see 
(Krejsa, 2020). Another successful approach by (Šnajder, 2022) combines feature detection using 
MediaPipe framework with common fully connected multilayer classification neural network. 

Czech sign language alphabet has to deal with interesting peculiarity as it contains diacritics (accents)  
in certain letters. Diacritics is expressed by motion of the hand gesturing the letter and therefore can not be 
classified from a single image, but from the sequence of images. Czech language uses three types  
of diacritics. The first one is acute (letter A with acute is written as Á), used for prolonging the length  
of vowels. Second is caron (letter C with acute is written as Č), this diacritics often completely changes  
the meaning of the word, eg. “prát” (to wash or to fight) and “přát” (to wish). The last one is diacritic ring 
that is used only with letter “u” and prolongs it, while it can only be used in middle or end of the word. 

When detecting the diacritics from a sequence of images, there are basically two approaches, the first one 
is to use machine learning tailored to processing the sequences. Such approach was used by (Šnajder, 2023) 
where Long Short-Term Memory (LSTM) architecture was used successfully applied on the task reaching 
87 % accuracy of detection. 
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The second approach, further investigated in this paper, is to use CNN for classification of letters and image 
processing techniques for the analysis of motion and subsequently for accent recognition. In particular,  
the optical flow is used, as it is proved to be usable for gesture recognition, see (Nagy, 2020) for details. 

2. Materials and methods 

2.1. Still image classification 

The classification of particular letter from a single image (not counting the diacritics) is performed by the 
convolution neural network. Training data were gathered from both sign language interpreters and hearing 
impaired. Data were augmented (translation, rotation, both uniform and non-uniform scaling). Network 
topology consisted of 8 convolution layers interlaced with pooling layers, followed by a single fully 
connected classification layer. Latest accuracy tests exhibit 93 % successful classification on test set.  
For the details please refer to (Krejsa, 2020). Mentioned CNN was used for the classification during  
the experiments. 

2.2. Optical flow 

Optical flow is a method of motion estimation in a sequence of subsequent images. If we take two 
subsequent images (called frames) into account, we can observe some regions of the image to change 
position. Depending on the way the sequence was recorder, it might be the change of the recording device 
position, or actual motion within the scene. We assume the steady position of the observer (the camera)  
and static (or slowly changed) lighting conditions, therefore the difference between consecutive frames 
corresponds to the motion of objects observed. Optical flow method outputs the vector field on the domain 
of the image (the direction and magnitude of motion for each part of the image). All further described 
experiments were made using Lucas-Kanade method (Lucas 1981), implemented in OpenCV library. 

2.3. Data acquisition 

Several sentences were prepared and sign language interpreter gestured them in a single take for each 
sentence. Several takes of the same sentence were recorded, varying in gesturing speed and amount  
of motion used for diacritics. The recording was taken by two simultaneously running cameras positioned 
about 50 cm from each other horizontally to capture the images from different angle. An example of the 
image sequence for a single letter with caron is shown in Fig. 1 (left). 

2.4. Data processing 

Whole sentence (approximately 1 000 images) was sequentially fed into CNN that outputs the probabilities 
of each letter in the alphabet. Two consecutive images were fed into the optical flow implementation, 
outputting the vector field for given image pair. 

 

  
Fig. 1: Composite image of subsequent images of letter Ř (left). The composite is organized in rows,  

tope left is where the sequence starts, bottom right is where it ends.  
Corresponding heat map of motion vectors (right). 

171



 

 3

During the experiments the optical flow was calculated for each pair of images, regardless the CNN output. 
The vector field is visualized in Fig. 1 (right), where the intensity corresponds to the length of the vector 
(displacement in the image domain) and the color corresponds to the direction of the vector. 

In order to detect the accents, the mean of optical flow vectors for each pair of images was calculated, 
giving the overall motion between the images. The means were summed up along the whole time sequence, 
resulting in motion trajectory. 

The identification of diacritics works as follows: Each trajectory results in 4 parameters: W = width  
of bounding box of trajectory, H = height of the bounding box, DX = horizontal distance between the first 
and the last point in trajectory and DY = vertical distance of the same. For particular diacritics then 

 If (W>Whigh) AND (H>Hhigh AND (DY < H/2) AND (DX > W/2) then CARON (1) 

 If (W<Wlow) AND (H>Hhigh) AND (DY > H/2) then ACUTE (2) 

 If (W>Whigh) AND (H>Hhigh) AND (DY < H/2) AND (DX < W/2) then RING (3) 

The method was tested on 7 sentences with the total of 49 diacritics letters. All of them were tested 
independently on both sequences from two cameras horizontally distant. For each sentence there were 
several takes, resulting in 362 diacritics to be identified in total. 

3. Results 

An example of the motion detected over the whole sentence is shown in Fig. 2. The sentence in particular 
is “Žlutý papoušek přeletěl keř ve Žďáru nad Sázavou.”, it contains 41 letters, 7 with caron and three with 
acute. On the figure one can see the motion in both vertical and horizontal axis. Actual letters and diacritics 
positions are denoted by red and magenta lines (its values on y-axis have no other meaning). Particular 
trajectories for both letters with/without diacritics are shown in Fig. 3, where blue trajectories correspond 
to letters without diacritics and black and red are two different instances of the ones with. 

 
Fig. 2: Detected motion during the sentence. X-axis denotes frame number, Y-axis the amount of motion. 

Valid letters are shown in red, those with diacritics in magenta. 

Out of 362 letters with diacritics the twelve were misclassified by CNN, and in 37 cases the diacritics itself 
was misjudged by the system, giving over 86 % correct classification rate in total. No significant difference 
between the values taken by left and right camera were found in diacritics part of the task, however  
all 12 misclassifications by CNN were made on the data from one of the cameras.  
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Fig. 3: Detected trajectories for R vs Ř (left) and A vs Á (right). 

4. Discussion and conclusions 

The main advantage of described approach is that it avoids the retraining of the neural networks used  
for sequences analysis. Using only the motion detected within the image sequence makes the diacritics 
detection and classification independent on the gesturer and can easily be extended for any other diacritics 
in other languages simply by adding different criteria to the trajectory evaluation part. Furthermore,  
for known letters not containing the diacritics the calculation can be paused, saving the computational 
means. 

The main drawback is the requirement of static observer position and low background motion. The method 
in its simplest form will inevitably fail when the background has a lot of motion. This could be dealt with 
using independent background motion analysis and using hand detection techniques for limiting the area 
the vector field results are used for the diacritics evaluation, however, the authors feel that such extension 
would increase the number of parameters necessary to fine-tune the method thus decreasing its robustness 
and contradicting its main advantages. 

Future work will be focused on testing the method on larger test data set and further fusion of CNN output 
sequence with optical flow results.  
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REYNOLDS-AVERAGED SIMULATION OF TURBULENT FLOWS
WITH IMMERSED BOUNDARIES

Kubı́čková L.∗, Isoz M.∗∗

Abstract: Simulating turbulent flows in complex real-life geometries faces two major problems. First, direct
simulation of turbulent flow is extremely costly. Second, a complex geometry-conforming mesh is required,
and such mesh presumably suffers from several mesh-quality related problems lowering the solution accuracy
and prolonging the simulation time. To solve the first problem, phenomenological turbulence models based
on, e.g. Reynolds-averaging, are commonly utilized. To address the second one, a variant of an immersed
boundary (IB) method can be used where the complex geometry is projected onto a simple mesh by an indi-
cator field and adjustment of governing equations. Consequently, a connection of Reynolds-averaging and an
immersed boundary method shall resolve both the problems and provide a simulation approach favorable for
e.g. optimizations. However, such a connection is not common. In this contribution, we utilize our custom IB
variant, the hybrid fictitious domain-immersed boundary method (HFDIB) and aim on extending the HFDIB
by tools of the Reynolds-averaged simulation (RAS). In comparison with standard simulation approaches, the
new HFDIB-RAS approach shows acceptable results in wide range of flow Reynolds numbers and in several
testing geometries.

Keywords: Immersed boundary method, computational fluid dynamics, Reynolds-averaged simulation,
wall functions.

1. Introduction

In the modern world, engineers are increasingly using simulation tools to design, test and optimize de-
vices and components. Moreover, with more affordable and always growing computational power, the
tested geometries can be more complex, and simulations more accurate and faster. However, simulations of
complex geometries affected by turbulent flows are still problematic and require specific approaches to be
computationally feasible.

One problem is with the turbulent flow itself. Direct numerical simulation of such a flow is extremely costly,
since the number of required mesh nodes grows steeply with the Reynolds number of the flow (Wilcox,
2006). To alleviate simulation costs, several turbulence modeling approaches have been developed. In this
work, we focus on the Reynolds-averaged simulation (RAS) approach extended by the Boussinesq hypoth-
esis and wall functions for boundary layer modeling. Despite the assumptions adopted and the consequent
inaccuracies of the approach, its low computational cost makes it a prominent part of the engineering tool-
box. The value of RAS is the most apparent in optimizations or parametric studies, where trends in the
solution are of the most importance.

Another problem related to simulations of industrial flows is the complexity of the geometry and mesh
construction. A standard in computational fluid dynamics (CFD) is to create the mesh to be geometry-
conforming. Consequently, the complexity and irregularity of the real-life geometry is reflected in the mesh
and may lead to lower mesh quality. In particular, high nonorthogonality and skewness of the mesh lead to
lower solution robustness and accuracy. An answer to this problem may be a kind of an immersed boundary
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(IB) method. In the IB method, the geometry-conforming mesh is replaced by a simple one and the complex
geometry is projected onto it using a scalar indicator field and adjustment of governing equations. Moreover,
in optimizations and parametric studies, the IB method has a clear advantage, since for different geometries,
only the scalar field has to be redefined and no remeshing is required, saving large amounts of computational
time (Kubı́čková and Isoz, 2022).

Ultimately, for simulations of turbulent flows in or around complex geometries, the connection of the RAS
turbulence modeling approach and the IB method would be favorable. However, such a connection is not
common (Verzicco, 2023). Several attempts have been reported in the literature; see e.g. (Capizzano, 2011;
Troldborg et al., 2022). The methods showed acceptable solution accuracy, but to stabilize the computation,
they mostly used mesh refinement near the immersed boundary. Such refinements are costly and may locally
reduce the quality of the mesh, lowering the IB-inherent advantage to be used in geometry optimization.

In this contribution, we present recent advances in the development of a connection of the RAS approach and
our custom IB method variant, the hybrid fictitious domain-immersed boundary method (HFDIB), see (Isoz
et al., 2022). The main motivation is application of the resulting HFDIB-RAS approach in an automated
geometry optimization. Therefore, we focus on robustness and general applicability of the approach. The
approach combines the HFDIB method with two-equation RAS turbulence models and wall functions.
Compared with standard CFD approaches, the HFDIB-RAS shows good accuracy in a variety of verification
and validation tests.

2. Description of HFDIB-RAS
The presence of the solid body in the computational domain is indicated by a scalar field λ, see Fig. 1a.
This field is constructed given the distance from the body surface and surface normal. In HFDIB-RAS, the
λ field is used to divide mesh cells into three groups, in-solid cells, boundary cells and free-stream cells,
see Fig. 1b. Each group is then treated differently in the construction of IB-induced sources.

a) 1.0λ [−]0.0 b)

in-solid cells
αu = 1.0, αk = 1.0

boundary cells
αu ∈ {0, 1}, αk ∈ {0, 1}

free-stream cells
αu = 0.0, αk = 0.0

Fig. 1: a) Scalar field λ indicating presence of a solid body (cylinder). b) Division of mesh cells based on the λ field.
Values of α fields are given.

The used governing equations stem from the Reynolds-averaged Navier-Stokes equations with the Boussi-
nesq hypothesis. To close the problem, we focus on two-equation turbulence models to compute the turbu-
lent viscosity. In short form, the equations can be written as:

M(u) = −∇p̂+ fib, fib = αu(λ) [M(uib) +∇p̂ ] , ∇ · u = 0

N (k) = Sib, Sib = αk(λ) N (kib), P(ω|ε) = 0
(1)

where p̂ is the turbulence pressure, u the velocity, k the turbulence kinetic energy, ω the specific rate of
dissipation of k and ε the rate of dissipation of k. The operator M contains terms of the momentum
equation where u is present, operator N sums up the k conservation equation and P the ω or ε (ω|ε)
conservation equation (based on the chosen turbulence model). Exact definitions of the operators may be
found in Kubı́čková and Isoz (2023).

The effect of the solid body on flow is accounted for by two source terms, fib and Sib. These source terms
are switched on and off based on the fields αu and αk. The α fields are non-zero in cells where the body
has the greatest effect on the flow behavior; see Fig. 1b. The calculation of the source terms is based on the
prescribed values of the respective fields uib and kib. These immersed values are then enforced in the most
affected cells by iterative solution of the equations. Lastly, the effect of the solid body on ω or ε cannot be
accounted for by source terms, because the fields go to infinity near the solid surface. Still, the values of
ωib|εib are computed, but to enforce them, direct matrix manipulation is utilized.
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In each group of cells, the immersed values are computed differently. In the in-solid cells, it is considered
that uib = 0, kib = 0, ωib|εib = max(ωold|εold). In the boundary cells, wall functions in the forms given by
Kalitzin et al. (2005) are used to calculate the values of ωib|εib. For kib, the wall functions cannot be used
directly, since it severely deteriorates the stability and accuracy of the solution. Instead, there is a switch
for cases with a resolved and unresolved boundary layer. In resolved cases, the wall functions are used to
give the value at the solid surface and a simple polynomial interpolation is used to compute the value in the
boundary cell center. In the unresolved case, αk is set to zero and the k behavior is corrected by ω|ε.

Lastly, the values of uib are treated similarly to those of kib. Only in cases with resolved boundary layer, the
value at the surface is given by the no-slip boundary condition. In unresolved cases, the turbulent viscosity,
computed from k and ω|ε corrects the velocity behavior near the body surface.

3. Verification & validation tests
Several verification and validation tests were conducted. In each test, two similar meshes were created:
(i) one simple and structured mesh for the HFDIB-RAS method and (ii) one geometry-conforming mesh
for simpleFoam solver available in OpenFOAM (Weller et al., 2021). The simpleFoam solver is used
to provide referential solutions and geometry-conforming meshes were made to fit a surface-representing
contour of the λ fields. This ensures that simpleFoam works with the same geometries as HFDIB-RAS even
with non-ideal λ field generation.

a) b)

c) α = 0◦ α = 2◦ α = 4◦

1.7‖urel‖ [−]0.0

1.0λ [−]0.0

Fig. 2: Verification test on NACA-0009 airfoil with Re = 200 000. a) Mesh used for simpleFoam. b) λ field used for
HFDIB-RAS. c) Comparison of velocity fields for different angles of attack α. Colored by magnitude of relative

velocity urel = u/‖uinlet‖.

One chosen verification test and one validation test is presented. In the verification test, simulations of
flow around a NACA-0009 airfoil with Re = 200 000 were performed for several angles of attack. The
results are depicted in Fig. 2. As a validation test, a backward facing step benchmark was selected with
experimental data provided by Driver and Seegmiller (1985). The results achieved are presented in Fig. 3.
In both tests, the agreement is not perfect; the HFDIB-RAS overestimates the boundary layer thickness.
However, for use in optimization, the HFDIB-RAS behavior is considered acceptable, since it captures the
trends sufficiently well.

4. Conclusions
In this work, we introduce the HFDIB-RAS approach, which is a connection of our custom immersed
boundary method variant and the Reynolds-averaged simulation approach. In particular, two-equation
turbulence models with wall functions for boundary layer modeling. The code with illustrative tutori-
als is available from https://github.com/techMathGroup/openHFDIBRANS. Moreover, we present recently
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0

0.5

1

u
x
/m

ax
(u

x
,s
F
)
[−

]

simpleFoam (sF) HFDIBRANS experiment Driver and Seegmiller (1985)
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main flow direction x
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Fig. 3: Validation test on the backward facing step benchmark. a) Used λ field with highlighted sampling lines.
b) Velocity field from the simpleFoam (top) and HFDIB-RAS (bottom) simulations.

c) Comparison of u and νt profiles along sampling lines.

achieved HFDIB-RAS results that show good agreement with standard computational fluid dynamics ap-
proaches. In future development, the HFDIB-RAS will be used in geometry optimization.
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FREE AXISYMMETRIC VIBRATION OF ELASTICALLY RESTRAINED 
POROUS ANNULAR PLATE USING HAAR WAVELETS  

Kumar Y.* 

Abstract: Free axisymmetric vibration analysis of a porous annular plate is presented in this paper. Both  
the edges of the plate are elastically restrained against rotation and translation. The classical plate theory is 
used to develop the mathematical model. The mechanical properties are varying in thickness direction.  
The Haar wavelets are used in the analysis. The highest order derivative is approximated by Haar wavelets 
and a generalized eigenvalue problem is obtained. The first three frequencies for different combinations of 
restraint parameters, radii ratio and porosity coefficient are obtained. The present analysis is validated by  
a convergence study. The frequencies for classical boundary conditions are obtained by assuming particular 
values of restraint parameters and compared with those available in the literature. A close agreement of results 
is observed. 

Keywords:  Axisymmetric, restrained, porous, annular, Haar wavelets.  

1. Introduction 

Free vibration of structures has been a topic of research for a long time. Porous plates, being lightweight, 
find applications in many fields. There is a need of research on dynamic behavior of structures made  
of porous material. This paper considers free axisymmetric vibration of porous annular plate elastically 
restrained along the inner and outer boundaries. The mechanical properties of the plate material are assumed 
to be varying along thickness direction. The Haar wavelets are used to calculate first three frequencies.  
The effects of porosity and restraint coefficients are studied on the frequencies. The results in special cases 
are compared with those available. 

2. Mathematical model 

Consider a porous annular plate of uniform thickness ℎ with inner radius 𝑏  and outer radius 𝑎  (Fig. 1).  
The top and bottom surfaces are 𝑧 = ℎ/2  and 𝑧 = −ℎ/2, respectively. The material properties are assumed 
to be graded in the thickness direction. 
 
 
 
 
 
 
 

(a) (b) 
 
 
 
 
 

Fig. 1 a) Geometry of the porous annular plate, b) annular plate with constraints at the edges. 
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The equation of motion governing axisymmetric vibration of such plate is given as follows (Shariyat  
and Alipour, 2011): 

𝐷
𝜕ସ𝑤

𝜕𝑟ସ
+ ൜

2𝐷

𝑟
+ 2

𝑑𝐷

𝑑𝑟
ൠ

𝜕ଷ𝑤

𝜕𝑟ଷ
+ ቊ

(2 + 𝜐)

𝑟

𝑑𝐷

𝑑𝑟
+

𝑑ଶ𝐷

𝑑𝑟ଶ
−

𝐷

𝑟ଶ
ቋ

𝜕ଶ𝑤

𝜕𝑟ଶ
 

+ ቊ
𝐷

𝑟ଷ
− ቆ

1

𝑟ଶ

𝑑𝐷

𝑑𝑟
−

𝜐

𝑟

𝑑ଶ𝐷

𝑑𝑟ଶ
ቇቋ

𝜕𝑤

𝜕𝑟
+ 𝜌ℎ

𝜕ଶ𝑤

𝜕𝑡ଶ
= 0, 

(1)

where 𝑤 is the transverse displacement, 𝐷 = 𝐸ℎଷ/12(1 − 𝜐ଶ) is the flexural rigidity, 𝜐 is the Poisson ratio 
and 𝜌 is the mass density. For free vibrations, solution of Eq. (1) may be taken as: 

𝑤(𝑟, 𝑡) = 𝑊ഥ (𝑟) 𝑒ఠ௧. (2) 
Using Eqs. (2) and (1) becomes: 

𝐷
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ଵ
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−

జ



ௗమ

ௗమ ቁቅ
ௗௐഥ

ௗ
−  𝜌ℎ𝜔ଶ𝑊ഥ = 0. 

(3) 

The variation of Young’s modulus and mass density per unit volume in the thickness plane is taken as 
follows: 

𝐸(𝑧) = 𝐸௫  ቂ1 − 𝑒ଵ 𝑐𝑜𝑠 ቄ
గ(௭ା.ହ)

ଶ
ቅቃ , 𝜌(𝑧) = 𝜌௫  ቂ1 − 𝑒ଵ 𝑐𝑜𝑠 ቄ

గ(௭ା.ହ)

ଶ
ቅቃ   (4) 

where 𝑒ଵ = 1 −
ா

ாೌೣ
  is the coefficient of plate porosity, defined as void volume to bulk volume ratio, and 

0 < 𝑒ଵ < 1. The 𝐸 ,  𝐸௫ are the Young’s moduli and 𝜌,  𝜌௫ are the mass densities at 𝑧 = ℎ/2  and 
𝑧 = −ℎ/2, respectively. The Poisson’s ratio 𝜐 = 0.3 is considered to be constant throughout the thickness.  

Using the non-dimensional variables 𝑅 =



, 𝑊 =

ௐഥ


 and Eqs. (4) and (3) becomes: 

𝐴

𝑑ସ𝑊

𝑑𝑅ସ
+ 𝐴ଵ

𝑑ଷ𝑊

𝑑𝑅ଷ
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𝑑ଶ𝑊

𝑑𝑅ଶ
+ 𝐴ଷ

𝑑𝑊

𝑑𝑅
+ 𝐴ସ𝑊 = 0, (5) 

where               𝐴 = 𝑓(𝑒ଵ) 𝑅ଷ ,  𝐴ଵ = 2𝑓(𝑒ଵ)𝑅ଶ, 𝐴ଶ = −𝑓(𝑒ଵ)𝑅, 𝐴ଷ = 𝑓(𝑒ଵ), 𝐴ସ = −𝛺ଶ (గିଶభ)

గ
𝑅ଷ, 

 𝑓(𝑒ଵ) =
𝜋ଷ − 6(𝜋ଶ + 8𝜋 − 32)𝑒ଵ

𝜋ଷ
. 

By letting 𝜖 = 𝑏 𝑎⁄  and using the transformation 𝑆 = (𝑅 − 𝜖)/(1 − 𝜖), the domain [𝜖, 1] gets converted into 
the domain [0, 1] of applicability range of Haar wavelets and Eq. (5) takes the following form: 

𝐵

𝑑ସ𝑊

𝑑𝑆ସ
+ (1 − 𝜖)𝐵ଵ

𝑑ଷ𝑊
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+ (1 − 𝜖)ଷ𝐵ଷ

𝑑𝑊

𝑑𝑆
+ (1 − 𝜖)ସ𝐵ସ𝑊 = 0, = (6) 

in which       𝐵 = 𝑓(𝑒ଵ){𝜖 + (1 − 𝜖)𝑆}ଷ, 𝐵ଵ = 2𝑓(𝑒ଵ){𝜖 + (1 − 𝜖)𝑆}ଶ,  𝐵ଶ = −𝑓(𝑒ଵ){𝜖 + (1 − 𝜖)𝑆}, 

 𝐵ଷ = 𝑓(𝑒ଵ),  𝐵ସ = −𝛺ଶ (గିଶభ)

గ
{𝜖 + (1 − 𝜖)𝑆}ଷ , 𝐷 =

ாೌೣయ

ଵଶ(ଵିజమ)
, 𝛺 = 𝜔𝑎ଶට

ఘೌೣ

బ
 

and 𝛺 is the frequency parameter. 

3. Haar wavelets and integrals 

The Haar wavelet transform was proposed by Alfred Haar in 1909. The Haar wavelet is discontinuous  
and resembles a step function (Hein and Feklistova, 2011). The Haar wavelet family on [0, 1] is defined as  

ℎ(𝑆) = ൝
1           𝑆 ∈ [𝑆ଵ, 𝑆ଶ) 

−1        𝑆 ∈ [𝑆ଶ,  𝑆ଷ] 
0           𝑒𝑙𝑠𝑒𝑤ℎ𝑒𝑟𝑒 

  (7) 

where 𝑆ଵ =



;  𝑆ଶ =

ା.ହ


; 𝑆 =

ାଵ


; 𝑚 = 2;  𝑗 = 0, 1, 2, … … , 𝐽 is the scaling factor;  𝑘 = 0, 1, 2, … . . , 𝑚 − 1 is 

the delay factor; 𝑖 = 𝑚 + 𝑘 + 1. Integer 𝐽 is the maximal level of resolution.  

The first four integrals of the wavelets ℎ(𝑥) are (Lepik, 2007): 

𝑝ଵ,(𝑆) = ൝
𝑆 − 𝑆ଵ                  𝑆 ∈ [𝑆ଵ,  𝑆ଶ] 

𝑆ଷ − 𝑆                  𝑆 ∈ [𝑆ଶ,  𝑆ଷ] 
0                            𝑒𝑙𝑠𝑒𝑤ℎ𝑒𝑟𝑒 

, (8) 
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The collocation points are defined as 

𝑆 =
𝑙 − 0.5

2𝑀
,       𝑙 = 1, 2, … … , 2𝑀 (12)

where 𝑀 = 2. 

4. Boundary conditions  

Boundary conditions at the edges are given as follows: 
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The Eq. (6) is a fourth order ordinary differential equation with variable coefficients which is solved for 

using Haar wavelets. According to Chen and Hsiao (2007), the highest order derivative 
ௗరௐ

ௗௌర  of transverse 

displacement 𝑊 is expanded into the Haar series as follows: 

𝑑ସ𝑊
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ୀଵ

 (17)

where 𝑎 are unknown wavelet coefficients. 

Integrating (17) four times, it yields that 
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and                           𝑊 = ∑ 𝑎  𝑝ସ,(𝑆) +
ௗయௐ()
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The quantities ௗయௐ()

ௗௌయ ,
ௗమௐ()

ௗௌమ ,
ௗௐ()

ௗௌ
, 𝑊(0) in Eq. (18) are obtained using boundary conditions (13–16). 

5. Results  

Expressing displacement function 𝑊 in terms of Haar wavelets and discretizing Eq. (6) at different grid 
points, we obtain a generalized eigenvalue problem. This eigenvalue problem is solved for first three 
frequencies using a computer program developed in MATLAB. The convergence of frequency parameter 
𝛺 for different values of various parameters (porosity coefficient 𝑒ଵ and restraint parameters 
(𝐾𝑅1,  𝐾𝑅2,  𝐾𝑇1, 𝐾𝑇2) is shown in Tab. 1. Comparison of frequencies of clamped ( C ) and simply supported 
(S) annular plate is shown in Tab. 2. A close agreement of results is observed. 

 J 

Mode  2 3 4 5 6 7 

I 16.001 15.986 15.983 15.982 15.981 15.981 

II 32.311 32.263 32.251 32.248 32.247 32.247 

III 85.802 85.18 85.029 84.991 84.982 84.979 

Tab. 1: Convergence of frequency parameter 𝛺 of elastically restrained porous annular plate  
for first three modes for 𝜖 = 0.3, 𝑒ଵ = 0.1, 𝐾ோଵ = 𝐾ோଶ = 𝐾்ଵ = 𝐾்ଶ = 100. 

     Mode  
Boundary 
condition 

𝑲𝑹𝟏 = 𝑲𝑹𝟐 𝑲𝑻𝟏 = 𝑲𝑻𝟐 Reference I II III 

Clamped-
Clamped 

109 109 Lal and Sharma (2004)  45.3462 125.3621 246.1563 

   Present 45.303 125.950 246.900 
Supported-
Supported 

0 109 Selmane and Lakis (1999) 21.0790 81.7370 182.54 

   Present 21.107 82.064 183.08 

Tab. 2: Comparison of frequency parameter 𝛺 of isotropic annular plate for 𝑒ଵ = 0, 𝜖 = 0.3. 
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LES SIMULATIONS OF AIRFLOW AROUND RECTANGLE WITH SIDE 
RATIO 2:1 AND THEIR COMPARISION WITH EXPERIMENTS 

Ledvinková B.*, Hračov S.**, Macháček M.*** 

Abstract: Our contribution is focused on the comparison of the experimental investigations and of the 
numerical 3D LES simulations of the airflow around sharply edged rectangle with side ratio 2:1. The rectangle 
object was exposed to the airflow having a given velocity at different angles of the wind attack in the wind 
tunnel with the aim to obtain the curves of the aerodynamic coefficients and Strouhal number depending  
on the impact angle. The comparative numerical 3D simulations of the wind tunnel testing were performed 
using COMSOL Multiphysics and OpenFoam both incorporating the Large Eddy Simulation (LES) method. 

Keywords:  Rectangle 2:1, wind tunnel, LES simulation, aerodynamic characteristics. 

1. Introduction 

The flow around U-profiles with the constant side ratio 2 differing in the inner depth of their vertical sides 
and the effect of the porosity or their flanges at different attack angles were studied in the wind tunnel  
by Hračov and Macháček (2020). Ledvinková et al. (2021) and Ledvinková et al. (2022) with the aim  
to compare simulated results with the experimental ones performed the 2D URANS simulations with the 
same geometry and conditions. The qualitative compliance between the simulated and experimental 
aerodynamic mean coefficients was achieved, however 2D URANS simulations are not capable to describe 
realistically the flow characteristics. 

In this work we thus proceed to the 3D modelling and as the first verifying study the turbulent air flow 
around the bluff body having rectangular cross section with side ratio 2:1 using Large Eddy Simulation 
method is modelled. Our aim is to evaluate aerodynamics coefficients, to investigate the flow characteristics 
for different attack angles and to compare computed results with the experimental ones.  

2. Computational settings 

Large Eddy Simulation method (LES) solves explicitly large eddies whereas the effect of small eddies  
is accounted via the sub-grid scale model. The implementations of the LES method with standard 
Smagorinsky sub-grid model in Comsol Multiphysics simulation platform based on the Finite Element 
Method (FEM) and OpenFoam open source code using the finite volume method were used. 

The investigated rectangle body (30 x 15cm) was placed into the larger square computational domain 
7.5 x 7.5 m as apparent from Fig. 1. The size of the computational domain was chosen in such a way so 
that the blockage effect is negligible. Due to the time demanding computations for the inlet flow velocity 
14m/s used in the wind tunnel experiments (Hračov and Macháček, 2020), the velocity of the inlet flow 
was chosen to be 2.8 m/s (corresponding to the Reynold’s number Re = 2.7e4) for the most of performed 
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simulations. Periodic boundary conditions were imposed on side and lower-upper surfaces (cf. Fig. 1).  
The spanwise length of the computational domain was set to be 0.3 m. This value equals to the along wind 
dimension of the rectangle object and fulfils the requirement for the spanwise length suggested by 
Tamura et al. (1998). 

 
Fig. 1: a) Computational domain for OpenFoam calculations with initial and boundary conditions,  

b) Computational domain for Comsol Multiphysics calculations. 

The computational meshes are not identical for Comsol Multiphysics and OpenFoam computations (due to 
the different meshing software and various requirements of FEM/FVM method) but they have similar 
structure. The rectangle body is surrounded by the structured boundary layer having 6 cell layers, the width 
of the first cell layer is 1.0e-4 m and the expansion ratio is 1.2 in the x-y plane. The domains in the circle 
surrounding of the rectangle object and in the wake area are also covered by structured mesh, the cell size 
increases continuously with the increasing distance from the body as shown in Fig. 2. The rest of the 
computational domain is covered with unstructured mesh, cf. Fig. 2. The described 2D mesh was extruded 
along the z-dimension by 24 uniformly distributed cells. The mesh for Comsol calculations consists  
of 900 000 elements, while the total cell number for OpenFoam calculations is about 3.5 million. 

 

 

 

 

 

Fig. 2: Computational mesh for Comsol calculations- projection into x-y plane –a) whole domain,  
b) proximity of the rectangle body, c) detail of the corner of the rectangle. 

For the OpenFoam calculations, the second-order centred differentiation scheme is used for diffusive terms 
and convective terms are approximated by Linear Upwind Stabilised Transport scheme (LUST). Time 
progress is managed by the backward differentiation formula (BDF) approach (inspired  
by Bruno et al., 2010). The PIMPLE algorithm with the automatic time step regulation was used, maximum 
Courant number was set to be 2.4. 

a) b) 

a) b) c) 
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Calculations in Comsol Multiphysics software are performed by the Algebraic Multigrid method using 
GMRES solver and generalized α method for the time discretization. In order to achieve reasonable 
computational time P1+P1 fluid discretization assuming linear elements for both pressure and velocity 
field. 

3. Results 

The values of the drag and the lift forces were evaluated by the integration of the x-and y components  
of the total stress force over all the walls of the investigated body for several angles of wind attack α.  
The reference dimension for the calculation of coefficients is across wind dimension 0.15 m. 

 
Fig. 3: Mean drag and lift coefficient for the rectangle with side ratio 2 depending on the impact  

angle - comparison of the results obtained from the simulations performed in Comsol Multiphysics  
and OpenFoam and from the experiments in the wind tunnel. 

The comparison of the calculated and experimental mean aerodynamic coefficients for several positive 
values of the angle of attack is shown in Fig. 3. As apparent, the simulated and measured values show 
qualitatively same trends and the position of the minimum corresponds approximately to the same impact 
angle.  

The values of Strouhal number related to the vortex shedding frequency for the zero angle of attack  
and two different wind velocities are listed in Tab. 1. Strouhal number seems to be only slightly velocity 
dependent, the values calculated by Comsol Multiphysics correspond better to the measured ones. 

 v = 2.8 m/s v = 14 m/s 

experiment 0.087  0.092  

simulation-Comsol Multiphysics 0.078 0.080 

simulation- OpenFoam 0.068 not calculated yet 

Tab. 1: Experimentally and numerically determined Strouhal number for the wind  
velocity v=2.8 m/s and v = 14 m/s and zero impact angle. 

The experimental dependence of Strouhal number on the impact angle is shown in Fig. 4a. Its value 
fluctuates around 0.09 for small impact angles α < 5 ˚, in the proximity of the angle α = 5 ˚ the frequency 
spectrum is ambiguous and there is a step increase for angles α > 7 ˚. This rise was observed also  
in simulations. The calculated time dependencies of the lift coefficient and the values of Strouhal numbers 
for three values of impact angles are shown in Fig. 4b–d. 

CD CL 

 [°]  [°] 
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Fig. 4: a) Dependence of Strouhal number on impact angle obtained experimentally for v = 12.8 m/s, 
b–d) time dependence of lift coefficient and Strouhal number for various angles of attack  

obtained from OpenFoam and Comsol Multiphysics simulations. 

4. Conclusions 
The results of our simulations show qualitatively same trends for the mean aerodynamics coefficients  
and for Strouhal number depending on the impact angle as the experimental results obtained by the static 
measurement in the wind tunnel. However, the numerical results provided by Comsol Multiphysics 
simulations correspond better with experiments than those obtained from OpenFoam simulations. 
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EFFICIENT COMPUTATIONAL ALGORITHM FOR SOLVING
TWO-SCALE PROBLEMS OF LARGE DEFORMING HETEROGENEOUS

PERIODIC STRUCTURES

Lukeš V.∗, Rohan E.∗∗

Abstract: We propose an efficient computational algorithm for solving coupled two-scale problems of large
deforming heterogeneous hyperelastic media with periodic structure. Our algorithm is based on clustering
points in the deformation space and the approximating material coefficients with the help of the sensitivity
analysis method. The effectiveness of the proposed approach is compared with the standard FE2 computational
scheme in a simple 2D example.

Keywords: Homogenization, hyperelasticity, model order reduction, finite element method.

1. Introduction

We consider a heterogeneous hyperelastic medium with a periodic structure subjected to large deforma-
tions. The updated Lagrangian formulation and the two-scale homogenization method are employed to
get the coupled macro-micro system of equations, which must be solved in an iterative loop. The stan-
dard two-scale finite element approach for nonlinear problems leads to the FE2 computational strategy, see
e.g. Schröder (2014); Lukeš (2023), where the local microscopic problems are computed at all quadrature
points of the macroscopic domain. This strategy is very computationally demanding and difficult to use in
practical applications. In this paper, we propose using the K-means clustering algorithm, employed e.g., in
Benaimeche et al. (2022), and sensitivity analysis techniques, see Rohan (2003), to reduce the number of
local problems that need to be solved during macroscopic iterations and loading steps. We demonstrate the
proposed approach in 2D numerical simulations, where we measure the computational time and observe the
error induced by the approximation.

2. Two-scale model of hyperelastic structures

We use the neo-Hookean hyperelastic material model to describe the nonlinear behavior of compressible
heterogeneous structures. The Cauchy stress in such a structure can be expressed as

σ = K(J − 1) + µJ−5/3 (b− tr(b)/3I), (1)

where, µ is the shear modulus, K is the bulk modulus, F is the deformation gradient, J = det(F ),
b = FF T , and I = (δij) is the Kronecker symbol. The constitutive equation (1), together with the
equilibrium equation (∇ is the gradient operator and f stands for external forces)

−∇ · σ = f (2)

define the nonlinear problem that is linearized using the updated Lagrangian formulation. The linearized
incremental form of the problem is treated by the homogenization procedure, which results in the coupled
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system of macroscopic and microscopic equations. At the macroscopic level, we must solve the following
equilibrium equation for the unknown macroscopic displacement increments δu0∫

Ω
A∇xδu0 : ∇xv = Lnew(v)−

∫
Ω
S : ∇xv, for all v ∈ V0(Ω). (3)

Lnew involves all forces applied in the current loading step, A and S are the homogenized coefficients
arising from the solution of a microscopic subproblem, V0(Ω) is the set of admissible functions that are
equal to zero on the Dirichlet boundary of Ω, and ∇x denotes the gradient operator with respect to the
macroscopic scale x.

For a given macroscopic deformation F (x), we solve the local problem at the deformed locally periodic
reference cell Y (x) (see Lukeš (2023)) to find the characteristic responses χ:∫

Y (x)
AAA∇y(χij + Πij) : ∇yv = 0, for all v ∈H1

#(Y ). (4)

By H1
#(Y ) we denote the functional space of Y (x) locally periodic functions, Πij

k = yjδik, and AAA is the
fourth-order tangential stiffness tensor (Truesdell rate of the Kirchhoff stress). The microscopic configura-
tion Y (x) is updated at each iteration step using the macroscopic (incremental) deformation∇xδu0 and the
microscopic response χij as: Y new(x) = Y old(x) + (χij + Πij)∂δu

0
i

∂xj
.

The homogenized stiffness coefficients A and the averaged Cauchy stress S are given by

A =
1

|Y |

∫
Y
AAA∇y(χij + Πij)∇y(χij + Πij), S =

1

|Y |

∫
Y
σ. (5)

3. Approximation of homogenized coefficients

Solving the nonlinear macroscopic problem by the finite element method requires knowing the tangent
modulus and stress tensors at all quadrature points x̂ of Ω at each iteration step. To avoid the computational
bottleneck of the FE2 approach, we propose the following algorithm reducing the number of computed
local subproblems. In the first step, the polar decomposition of the macroscopic deformation F (x̂) = R̂Û
is employed to decompose the deformation into the rotation tensor R and the symmetric stretch tensor U .
Then, Û is used to express the symmetric strain tensor ê = Û − I , which components represent a point in
the 3 (for 2D) or 6 (for 3D) dimensional space of deformations. Using the K-means clustering method, see
Lloyd (1982) for details, we can find a minimal number of sets Ok = {ê : |ê− e̊k| < ρ}, such that

⋃
k O

k

includes all strains ê, where e̊k is the mean value (center) of points in Ok, and ρ is a given parameter. Now,
instead of solving the local microscopic subproblems (4) for all macroscopic deformations F (x̂), we solve
the subproblems only for a reduced number of deformations F̊ = e̊k+I to get the homogenized coefficients
Å and S̊. The choice of the ρ parameter affects the number of sets Ok (we call them centroids) and the
accuracy of the resulting approximation. The centroids are constructed on the fly during the macroscopic
iterations when newly appeared deformations ê cannot be covered by the existing centroids.

Approximation of the homogenized coefficients in the quadrature points x̂ is made with the help of the sen-
sitivity analysis technique as suggested in Rohan (2003). The coefficient sensitivities δÅ, δS̊ with respect
to deformations can be evaluated using the already computed characteristic responses χ, see Rohan (2003),
so there is no need to solve any additional microscopic problem. The following approximation scheme for
the homogenized coefficients is used

A(x̂) ≈ R̂T

(∑
i

(
Åi + δÅi(ĝi)

)
wi

)
R̂, S(x̂) ≈ R̂T

∑
i

(
S̊i + δS̊i(ĝi)

)
wi, (6)

where the summation is performed for all centroids to which ê belongs, ĝi is the relative strain of ê with
respect to e̊i, and wi are the weights reflecting the distance |ê− e̊i|,

∑
iwi = 1.

4. Numerical simulation

The suggested reduction strategy is demonstrated in a simple 2D example. We consider a rectangular macro-
scopic domain of shape 0.4×0.25 m fixed on its left edge and displaced on the right edge as depicted in
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Fig. 1 left. The total prescribed displacement ū = [0.05,−0.05]T m is applied uniformly in six loading
steps. The microscopic periodic unit cell Y consisting of two hyperelastic parts, see Fig. 1 right, is defined
by the following material parameters: K = 1 000 Pa, µ = 100 Pa in Y1 and K = 1 000 Pa, µ = 10 Pa in Y2.

Fig. 1: Macroscopic domain Ω and the applied boundary conditions (left), periodic cell Y = Y1 ∪ Y2
(initial configuration, right).

The deformed macroscopic sample and the deformed microscopic cells in selected macroscopic points are
shown in Fig. 2. To be able to measure the approximation error of the proposed algorithm, we choose three
quadrature points of the macroscopic domain, labelled in Fig. 2 left by symbol ◦, in which the extra local
problems are solved, and the exact values of the homogenized coefficients are evaluated.

Fig. 2: Deformed macroscopic domain (left), deformed microscopic configurations
at the macroscopic checkpoints (right).

The coefficient componentsA1111, S11 are compared for different parameters ρ in Fig. 3. We label the exact
values by superscript exact and the approximated values by approx.

Fig. 3: Comparison of components A1111, S11 calculated for ρ = 0.05, 0.01, 0.005, 0.001 with the exact solution.
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The efficiency of our new algorithm is apparent from Fig. 4, where we compare the computation time of the
coupled two-scale simulations and the number of solved local microproblems for various ρwith the full FE2

simulation without any reduction (denoted by “No approx”). The computation time of the full simulation
is less than the reduced simulation for ρ = 0.001 in our case. This result occurs because the computation
time of our simple 2D local problem is very small, and it is comparable to the time required to evaluate the
sensitivities and for the approximation of the coefficients. For more complex geometries at the microscopic
level and for 3D problems, the solution time of (4) will grow much more than the overhead associated with
sensitivity analysis and approximation.

Fig. 4: Number of solved local microproblems (left), computation time of the simulation (right).

The two-scale numerical simulation has been implemented in SfePy (Simple Finite Elements in Python), see
Cimrman (2023), which allows to solve the local problems efficiently using parallel computing on multiple
cores or processors.

5. Conclusion

The proposed algorithm can efficiently reduce the computational complexity of the coupled two-scale prob-
lems arising from the homogenization of heterogeneous structures undergoing large deformations. The
problem reduction efficiency can be controlled by the parameter ρ, which, for a particular application,
should be chosen in such a way as to minimize the number of centroids associated with sets Ok while keep-
ing the approximation error below the given limit. In the case of the presented 2D simulation, for ρ = 0.005,
we achieve less than half the computational time with a relative error of the order of 103.
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GALLOPING OF INSULATED BUNDLED OVERHEAD LINE - 
NONLINEAR NUMERICAL ANALYSIS IN TIME DOMAIN 

Macháček M.*, Hračov S.** 

Abstract: Our contribution focuses on a 3D numerical nonlinear analysis of galloping in a specific bundled 
overhead line with ice accretion. We studied the susceptibility to this self-excited oscillation, critical onset 
wind speeds, and global dynamic response of a very low-tensioned line with simulated icing observed  
on similar real conductors. Due to the highly nonlinear mechanical behavior of such a flexible cable,  
we employed the Newmark integration method combined with the iterative Newton-Raphson method. We 
analyzed two numerical models of the overhead line loaded by the wind: one assuming nonlinearity only in the 
wind load, while retaining the linearity of the mechanical system itself, and the other representing a fully 
nonlinear system including geometrical nonlinearity. Our analysis revealed that the determined critical wind 
speeds for the onset of galloping are in relatively close ranges for both models. However, numerical 
simulations with the fully nonlinear system indicated significantly lower amplitudes of limit cycle oscillations, 
especially at higher wind speeds, compared to the linear model of the line. This underscores the necessity  
of using fully nonlinear models during the design stage of such low-tensioned aerial conductors. 

Keywords:  Aerial bundled conductors, wind effects, galloping, limit cycle oscillation. 

1. Introduction 

Wind action on the electrical conductors can cause a loss of their aeroelastic stability called galloping. 
Galloping is a low frequency, self-excited vibration, usually in a plane perpendicular to the wind direction, 
see Holmes (2018) with large amplitudes. The most often observed vibration mode shapes has one to three 
loops; higher modes have been detected only sporadically, see EPRI (2006). A necessary condition for the 
emergence of galloping is a rotationally asymmetric cross-section of the line. Power lines are generally 
rotationally symmetrical, but ice accretion can cause the significant changes in their shapes. The amplitudes 
of galloping oscillations can reach, in some cases, more than ten times the diameter of the cable. Such 
deformations lead to substantial axial stresses in the lines, which can be crucial not only for the safe design 
of supporting structures, but also for fatigue life of the lines. This article presents outcomes from a fully 
nonlinear 3D numerical analysis of galloping of a very low-tensioned bundled overhead line with ice 
accretion. The power line consists of four conductors covered by polyethylene insulation see Fig. 1.  

 
 

 

Fig. 1: Bundled overhead line – axonometric view and ice-covered cross-section. 
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In all cases the wind direction is perpendicular to the sag plane and 𝛼 is the angle of ice accretion with 
respect to the wind. By varying the angle of ice accretion it is possible to find the lowest critical wind speed 
for loss stability at galloping, see Fig. 1. The simulated icing observed on similar real conductors was 
adopted from Desai et al. (1995). Both cable ends are supported against torsion and all three directions  
of linear movements. The geometrical and mechanical properties of the electrical cable are shown in Tab. 
1. The elastic polyethylene makes it difficult to define the stress transfer between the aluminium cores.  
For this paper, torsional stiffness was calculated as the arithmetic mean between minimum and maximum 
torsional hypothetical stiffness. Minimum torsional stiffness was calculated as four single acting aluminium 
circular rods and maximum torsional stiffness was calculated as a group of four circular rods using Steiner's 
theorem. 

Parameter Value Parameter Value 

Horizontal distance of suspension 
points 21.1 m Vertical distance of suspension points 1.55 m 

Length of line 21.588 m Cross-sectional are of line 0.00046528 m2 

Young's modulus 57 GPa Shear modulus 25.5 GPa 

Diameter circumscribed circle of 
power-line 0.038 m 

Mass moment of rotational inertia 
unit length of line (with ice accretion) 

4.6504e ·10-4 
kg·m3 

Viscous damping ratio of dynamic 
system 0.5 % 

Polar moment of inertia of the cross 
section 

2.7502 10-8 m4 

Mass per unit length of line (with ice 
accretion) 2.09 kg/m 

Horizontal component of tension 
force for: -5 °C with ice accretion 

1 149.5 N 

Tab. 1: Geometrical and mechanical properties of electric line (AES 4 x 120). 

2. Proneness of ice-coated cable to galloping  

The susceptibility to galloping can be assessed using the Den Hartog criterion, which is based on the quasi-
steady theory. This criterion can be expressed as: 

𝐶(𝛼) +
𝑑𝐶

𝑑𝛼
(𝛼) < 0  

(1)

where CD a CL are drag and lift coefficients and 𝛼 is the angle of wind attack. Aerodynamic coefficients  
for analysed ice-covered line adopted from Desai et al. (1995) are depicted as functions of 𝛼 in Fig. 2.  
The drag coefficient is represented by the red line, the lift coefficient by the blue line and the torsion 
(moment) coefficient by the green line. The Den Hartog criterion is also expressed for all 𝛼 in Fig. 2  
by the black line. The negative values of this black curve indicate the angles of wind attack 𝛼 for which the 
instability can occur. The angles α = 40.0 ° and 179.3 ° were determined as critical angles from the point 
of view of the onset of galloping and the character of the response. 

 
Fig. 2: Aerodynamic drag, lift and moment coefficients, CD, CL, CM, and Den Hartog criterion of line. 
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3. Description of used numerical methods and computational model 

CALFEM, finite element toolbox for Matlab was used for the analysis of the effects of wind on the bundled 
overhead line. The necessary modifications of this toolbox consist of an adaptation of the geometrical 
nonlinearity to achieve a better approximation of the real cable behavior. Because of the geometrical 
nonlinearity and the nonlinearity in the wind load, which depends on the velocity of the cable motion,  
we used the Direct Integration Time-history analysis in combination with the incremental iterative Newton-
Raphson method to solve the differential equations of motion. 

The finite element model of the overhead line was built using the modified bar element in 3D space. This 
adjustment involves adding torsional stiffness to the previously completely flexible joint (connection) 
between every two elements. Therefore, it is a finite element that can be loaded by and carry only normal 
forces and torsional moments. This modification ensures a more realistic numerical simulation  
of a perfectly flexible cable with the required torsional stiffness. The entire finite element model consisted 
of 100 modified bar elements. 

The correctness of the used 3D FEM model was initially verified by comparing the results of the static 
nonlinear numerical analyses with the simplified analytical solutions. Subsequently, the results from modal 
analysis of this linearized 3D model were successfully compared with analytical solutions in Madugula 
(2001), which are valid for tensioned cables with a sag-to-span ratio of 1:8 or less. In our case, this ratio  
is approximately 1:17. The lowest in-plane natural mode, crucial for galloping susceptibility, was 
determined from modal analysis and is shown in Fig. 3. The corresponding frequency for this mode is  
1.105 Hz.  

 
Fig. 3: Sag of the cable (black curve) and the lowest natural in-plane mode (red curve). 

4. Time-Domain numerical analysis of galloping 

The amplitude of the limit cycle oscillation and the global dynamic response for selected wind speeds 
ranging from 0 to 6 m/s were evaluated using the Newmark integration method with a constant time step 
of 0.001 s and the iterative Newton-Raphson method performed at each time step. The responses of three 
modifications of a fully nonlinear computational model of the power line were analyzed and compared. 

The first simplest model, FEM - 1D model, allows vibrations only in the perpendicular plane to the wind 
direction, i.e., only the aerodynamic nonlinear forces in this plane are considered. The linearity of the cable 
is assumed, i.e., its structural matrices remain constant during the numerical calculations. An extended 
version of this model, the second model, FEM - 3D model, differs from the first model only by allowing 
the line to move in three-dimensional space and by incorporating all three components of aerodynamic 
wind load. The third model, FEM - 3D – nonlinear model, represents the fully nonlinear model in 3D, with 
the structural matrices being reassembled at each time step according to the actual deformed state. 

The calculated amplitudes of the limit cycle oscillation are shown in Fig. 4 as functions of the wind velocity 
for each model and for two critical angles of wind attack. From the graphs in this figure, it is evident that 
the numerical simulations with all the models described above provide almost similar and accurate 
estimations of the critical galloping onset wind velocity. The graphs in Fig. 4 also demonstrate good 
agreement between the outcomes from the simplified galloping analysis of the same overhead line 
represented by the black line, and the results of numerical simulations with the simplified model, FEM - 
1D, indicated in this figure by the red diamonds. This fact confirms the equivalence of both models when 
considering identical model assumptions. The amplitudes of limit cycle oscillations related to the FEM - 
3D model, marked in Fig. 4 by blue squares, reach higher values than for the FEM - 1D model. This effect 
is especially pronounced for the angle of wind attack equal to 40 °. It is caused by the torsional load 
introduced into the 3D model, which significantly contributes to the increase in the galloping effect. 
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The fully nonlinear solution of the response of the bundled line is shown in Fig. 4, marked by green dots. 
Nonlinear numerical simulations indicate that the amplitudes cannot increase beyond a certain level. In our 
case, a maximum amplitude of 35 mm was identified. The inclusion of geometric nonlinearity into the 
model causes significant oscillations of the normal forces, especially for higher wind speeds  
and amplitudes, leading to substantial changes in the stiffness matrix during a vibration period. This 
phenomenon results in amplitude limitation and changes in the dominant vibration frequency and the shape 
of the forced oscillation mode. 

 

Fig. 4: Amplitude of limit cycle oscillation as function of wind speed. 

The selected calculated trajectories of the antinode of the cable during one period of limit cycle oscillation 
related to various wind speeds are shown in Fig. 5. The elliptical trajectory at the onset of galloping 
instability is very similar for the geometrically linear and nonlinear approaches see Fig. 5a. However,  
the trajectory at higher wind speeds for the nonlinear model is no longer elliptical see Fig. 5b.  
The substantial flattening of the trajectory at the lower edge demonstrates the increase in stiffness when the 
cable moves downwards and the tensile forces increase. The inclination of the elliptic oscillation depends 
on the slope of all aerodynamic coefficients, especially the drag coefficient. This is demonstrated  
on trajectories related to angles of wind attack α = 40.0 ° and 179.3 ° in Fig. 5, which have oppositely 
inclined elliptical shapes due to their reversed slope of the drag coefficient. 

  
Fig. 5: Trajectory of amplitude of limit cycle oscillation. 

5. Conclusions 

The presented numerical analysis has proved the necessity of adopting a fully nonlinear model for 
predicting the dynamic response in the case of such low-prestressed electric lines. This approach will ensure 
a more realistic estimate of the maximal stress in the line and supporting structures, resulting in a safer and, 
in some cases, more economical design. 

Acknowledgement 

The kind support of Czech Scientific Foundation project No. 24-13061S is gratefully acknowledged. 

References  
Desai, Y. M., Yu, P., Popplewell, N. and Shah, A. H. (1995) Finite element modelling of transmission line galloping, 

Computers & Structures, 57, 3, pp. 407–420. 
EPRI (2006) Transmission Line Reference Book - Wind Induced Conductor Motion. 
Holmes, J. D. (2018) Wind Loading Structures, CRC Press, 3rd edition. 
Madugula, M. K. S. (2001) Dynamic Response of Lattice Towers and Guyed Masts, ASCE. 

a) b) c) 

193



 

doi: 10.21495/em2024-194 

30th International Conference  

ENGINEERING MECHANICS 2024 
Milovy, Czech Republic, May 14 – 16, 2024 

STRUCTURAL DAMAGE DETECTION BY PSO METHOD 

Marton M.*, Sokol M.**, Lamperová K.*** 

Abstract: Detecting structural damage is necessary for ensuring the safety and long service life of civil 
infrastructure. In this paper, a method for structural damage detection and localization utilizing the Particle 
Swarm Optimization (PSO) technique is proposed. Through numerical simulations, the effectiveness  
of PSO-based damage detection in detecting structural damage has been demonstrated.  This study contributes 
to the advancement of structural health monitoring practices, highlighting the potential of PSO in improving 
structural integrity assessment. This study underscores the potential of the PSO method as a powerful tool  
for enhancing the reliability and efficiency of structural health monitoring systems, thereby contributing to the 
advancement of structural integrity assessment and maintenance practices in civil engineering. 

Keywords:  PSO method, FEM model, damage detection. 

1. Introduction 

Civil infrastructure plays a key role in sustaining modern society, which includes a vast network of bridges, 
buildings, and other structures important for transportation, commerce, and public safety. However, 
infrastructure aging and exposure to various environmental loads pose significant challenges to its integrity, 
necessitating effective monitoring and maintenance strategies to ensure continued functionality and safety 
(Farrar and Worden, 2007; Hester and González, 2017; Sofi et al., 2022; Sohn et al., 2001). 

Structural damage resulting from factors such as material degradation, environmental deterioration or 
extreme loading is a critical threat to the performance and safety of civil infrastructure (Ároch et al., 2016), 
(Lamperová et al., 2020; Venglár, 2018). Detection and assessment of structural damage in its early stages 
is essential to prevent catastrophic failures and minimizing the risk of loss of life and property (Nicoletti et 
al., 2022). 

Over the years, considerable research efforts have been focused on developing advanced techniques  
for structural damage detection and health monitoring (Marwala, 2010; Sofi et al., 2022). Traditional 
methods, including visual inspection, finite element analysis, and modal analysis, have limitations in terms 
of accuracy, efficiency, and applicability to real-time monitoring (Marwala, 2010; Ventura et al., 2005). 
Consequently, there is a growing interest in the use of computational intelligence and optimization 
algorithms for enhancing the effectiveness of structural health monitoring systems (Kang et al., 2012; 
Zhang et al., 2014). 

One such optimization algorithm that has gained prominence in recent years is the Particle Swarm 
Optimization (PSO) method (Kenedy and Eberhart, 1995). Inspired by the social behavior of organisms 
such as bird flocking and fish schooling, PSO is a population-based stochastic optimization technique that 
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iteratively updates the position and velocity of particles within a search space to converge towards  
an optimal solution (Kennedy and Mendes, 2002; Krohling, 2005; Marton et al., 2021). 

The inherent parallelism and global search capabilities of PSO make it particularly suitable for addressing 
complex optimization problems, including structural damage detection. By integrating sensor data with 
computational models, PSO can effectively identify and localize damage within a structure, offering 
advantages such as robustness to noise, uncertainties, and nonlinearities (Li et al., 2014). 

In this paper, a new approach for structural damage detection using the PSO method is proposed. The paper 
is focused on the numerical simulation of damage to the truss beam and demonstrates the effectiveness  
of PSO-based damage detection in the accurate identification and localization of this damage. This study 
contributes to the advancement of structural health monitoring by exploiting the potential of PSO  
to increase the reliability and efficiency of damage detection techniques. 

2. Methodology  

2.1. Particle Swarm Optimization (PSO) 

Particle Swarm Optimization (PSO) is a metaheuristic optimization algorithm inspired by the social 
behavior of bird flocks or fish schools. It operates by iteratively updating the position and velocity  
of a population of particles within a search space to converge towards an optimal solution (Kenedy and 
Eberhart, 1995). In PSO, each particle represents a potential solution, and its movement is guided by its 
own experience (personal best) and the collective knowledge of the swarm (global best).  

2.2. Finding solution based on the objective function. 

Structural damage detection using PSO involves comparing the eigenfrequencies and eigenmodes  
in an objective function. This comparison allows to identify inconsistencies caused by structural damage, 
which is manifested by changes in stiffness parameters. The goal is to minimize the difference between the 
frequencies and the eigenmodes obtained from the numerical model for each iteration with the reference 
data. In this case, the damage was applied to the undamaged numerical model to obtain the reference data 
(simulated damage). At each iteration, the positions of the PSO swarm particles are updated and the value 
of the fitness function is evaluated - the best position within the iteration is selected. This gradually 
approaches the optimal solution, which represents the sought parameters and at the same time corresponds 
to the eigenfrequencies and eigenmodes obtained from the reference model. The fitness of the objective 
function is mathematically defined as 

 𝐹𝑖𝑡𝑛𝑒𝑠𝑠 = ∑ 𝑤𝑓 ቀ
ிିி 

ி
ቁ
ଶ

 +∑ 𝑤𝑚𝑠 ቆ
൫ଵିඥெ൯

మ

ெ
ቇ , (1) 

where: 
 𝑤𝑓 is the weight factor for the 𝑖௧ frequency, 

 ቀ
ிିி 

ி
ቁ
ଶ
 is the quadratic difference between the calculated frequency 𝐹𝐶 and the frequency 𝐹𝐷, 

  from damaged model normalized with respect to the frequency 𝐹𝐷 from damaged model, 
 𝑀𝐴𝐶 is the Modal Assurance Criterion for the 𝑖௧ frequency (Pastor et al., 2012), 
 𝑤𝑚𝑠 is the weight factor of each 𝑀𝐴𝐶, 

 ቆ
൫ଵିඥெ൯

మ

ெ
ቇ is the 𝑀𝐴𝐶 comparison. 

3. Case study 

The case study investigates a two-span steel truss consisting of 12 sections, with the first span consisting 
of 8 sections and the second span consisting of 4 sections. A numerical finite element model of this structure 
was created. In this case, structural damage was intentionally introduced to sections 3, 8, and 9 (0). the 
Young's modulus E of these sections was reduced by 30 % by multiplying by the stiffness coefficient 
(values of 𝑘ଷ, 𝑘଼ and 𝑘ଽ were 0.7) (Lamperova et al., 2023; Lehký et al., 2023). 
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Fig. 1: Numerical model of a double-span truss. 

Further information on the progress and results of the optimization is shown in 0, which shows the evolution 
of the objective function and the stiffness coefficient of each section of the truss beam. It is clear from  
the figure that the optimization process produced promising results that show good agreement with  
the objectives of the study. It is essential to emphasize that these simulations were performed exclusively  
in a theoretical framework using numerical models to evaluate the structural response to damage. 

 

 
Fig. 2: Evolution of a) the objective function, b) the stiffness coefficients. 

4. Conclusions  

In this paper, a new approach for structural damage detection using the Particle Swarm Optimization (PSO) 
method applied to a double-span steel truss was presented. Through numerical simulations,  
the effectiveness of the proposed methodology was demonstrated in the accurate identification  
and localization of structural damage.  

The research was aimed at optimizing the stiffness parameters of the truss structure by comparing  
the eigenfrequencies and eigenmodes obtained from the numerical models with those from the damaged 
model. By formulating the optimization problem within the framework of PSO, satisfactory agreement was 
achieved in simulated scenario with artificially induced damage. The results obtained from the case studies 
show the potential of PSO-based damage detection techniques in enhancing the reliability and efficiency 
of structural health monitoring systems. By leveraging computational intelligence and optimization 
algorithms such as PSO, challenges associated with traditional methods can be mitigated and the accuracy 
of damage detection in civil infrastructure can be improved. 

Looking to the future, further research efforts should explore the application of PSO and other optimization 
algorithms in real-world scenarios with complex structural geometries and varying environmental 
conditions.  
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In conclusion, this study contributes to the growing body of knowledge in structural health monitoring  
and optimization techniques and offers valuable insights for engineers and researchers seeking to increase 
the safety and resilience of civil infrastructure. 
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Abstract: This study investigates the possible need for flange joint design adaptation when dealing with 
hydrogen. The study focuses on the comparison of flange joint design with two different leakage rates 
representing the need for higher tightness due to the leak-prone nature of hydrogen molecules. The model 
calculation following the European standard EN 1591-1 based on an industrial flange joint in a natural gas 
pipeline outlines the impact of changing tightness class on load ratios for bolts, gasket and flanges. While 
the operation remains safe in the specific case studied, the findings underscore the need for careful 
consideration in flange joint design when switching to natural gas hydrogen blends or pure hydrogen, ensuring 
both the safety and reliability of the processes in modern low-carbon energetics. 

Keywords:  Flange joint tightness, hydrogen, gasket suitable for hydrogen. 

1. Introduction 

Bolted flange joints are widely used across various industries, particularly in situations where joint 
dismantling is necessary for example due to periodical maintenance. The reliability of flange joints is vital 
to ensure the safety and reliability of the entire process or system. One of the consequences of an improper 
design and subsequent failed flange joint is the leakage of operating media posing a significant impact  
on the environment and also personnel safety. Therefore, high demands are placed on the joints not only  
to withstand pressure and other mechanical and thermal loads safely but also to maintain sufficient tightness 
to avoid potentially dangerous leaks. The design and evaluation of bolted flange joints according  
to European standard EN 1591-1 (The Czech Office for Standards, Metrology and Testing [OSMT], 2015) 
enable the leakage rate estimation based on gasket test data according to standard EN 13555 (Czech 
Standardization Agency [CSA], 2021). 

2. Discussion of engineering aspects of hydrogen utilization 

With the increasing emphasis on sustainable energy sources and mitigating carbon emissions to achieve 
the 2050 carbon neutrality commitment, hydrogen is widely researched as a clean source of energy. 
Hydrogen can be used as fuel or an energy carrier and storage. However, the utilization of hydrogen presents 
unique challenges including hydrogen damage mechanisms (hydrogen-induced cracking, hydrogen 
embrittlement, hydrogen blistering), changes in equipment operating conditions and also the need for higher 
equipment tightness as hydrogen molecules are extremely small and therefore susceptible to higher rates  
of leaking. Proper design of flange joint with regard to its tightness becomes imperative as hydrogen  
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is odourless, colourless, tasteless and flammable and potentially explosive. Hydrogen leaks are especially 
dangerous indoors, in a poorly ventilated spaces, where the gas cannot be quickly diluted into  
a non-flammable concentration.  

This study focuses on the comparison of two versions of the same flange joint –  one designed with a lower 
Tightness Class and the other one designed with a stricter Tightness Class representing the need for higher 
tightness when dealing with hydrogen. The typical design of a bolted flange joint with two weld-neck 
flanges with raised face and flat gasket is shown in Fig. 1. This topic was inspired by a high number  
of scientific articles exploring the possibility of using existing natural gas pipeline network to transport 
natural gas hydrogen blends or pure hydrogen. However, most of these articles are general and lack specific 
details such as flange joints. The general consensus is that blends up to about 20 vol. % of hydrogen should 
not have a significant impact on the pipeline (Erdener et al., 2023). This appears to be confirmed  
by a research project in Germany, where 20 % hydrogen blend was transported in the natural gas grid  
to regular households with no significant technical issues or leaks (Dörr et al., 2023). 

 
Fig. 1: Sketch of a typical bolted flange joint with a flat gasket. 

2.1. Design of flange joints with leakage rate estimate 

The calculation method outlined in European standard EN 1591-1 (OSMT, 2015) satisfies both leak 
tightness and strength criteria of flange joint design. If a selected leakage rate is to be achieved, the gasket 
properties have to be assumed from test results performed according to European standard EN 13555 
(CSA, 2021) with helium as the operating medium. The calculation involves an elastic analysis of the load 
and deformation response between bolts, flanges and gasket, considering potential plasticity of gasket 
material during assembly. This calculation method considers both internal and external loads and loading 
of the flange joint must be axisymmetric as must be the geometry. Other assumptions on which 
the mechanical model is based in this calculation method include: only circumferential stress and strain  
in the flange ring is considered and gasket–flange contact is an annular area. This method does not take bolt 
bending into account. 

Annex I of EN 1591-1 (OSMT, 2015) outlines the procedure for leakage rate conversion from reference 
(test) to actual operating conditions. However, this procedure cannot be used to determine the actual  
on-site leakage rate due to the incomplete understanding of leakage mechanisms. Therefore, this annex only 
provides a summary of the general correlations and should be considered indicative only if used. Therefore, 
this calculation would not be performed. 

2.2. Gaskets suitable for hydrogen utilization 

The material of the selected gasket must be chemically resistant to hydrogen. Gasket manufacturers usually 
conduct a series of additional tests to prove chemical resistance. For long-term leak tightness in a hydrogen 
environment, gasket materials based on elastomers or PTFE are not suitable due to elastomer embrittlement 
over time and the time-dependent creep of PTFE as reported by SGL Carbon GmbH (2022). These gasket 
materials show significant increase in leakage over time. However, gaskets from flexible graphite do not 
demonstrate this kind of behavior and leakage rate remains constant over time as shown in Fig. 2. 

Bolt 

Flange A Flange B 

Gasket 

199



 

 3

 
Fig. 2: Leakage rate over time of different gasket materials (SGL Carbon GmbH, 2022). 

3. Model calculation of the hydrogen effect on the design of flange joint tightness 

The model calculation is based on an industrial flange joint used to incorporate a flow meter into a pipeline 
transporting natural gas for combustion in a furnace. The flange joint consists of two similar DN100 PN16 
weld-neck flanges as given in EN 1092-1 (Czech Standardization Agency [CSA], 2019) with tongue/groove 
flange facings. The minimum required gasket surface pressure at assembly 𝑄୫୧୬() and minimum required 
gasket surface pressure in subsequent service conditions 𝑄ௌ ୫୧୬() for Sigraflex Universal PRO gasket  
for Tightness Classes L0.01 and L0.001 are shown in Tab. 1, where 𝑄 is gasket surface pressure at assembly 
prior to unloading. 

𝐿 

[𝑚𝑔/(𝑠 ∙ 𝑚)] 

𝑄୫୧୬() 

[𝑀𝑃𝑎] 

𝑄ௌ ୫୧୬() [𝑀𝑃𝑎] 

𝑄 = 20 𝑀𝑃𝑎 𝑄 = 30 𝑀𝑃𝑎 𝑄 = 40 𝑀𝑃𝑎 𝑄 = 60 𝑀𝑃𝑎 

0.01 11 5 5 5 5 

0.001 27 - 18 9 5 

Tab. 1: Minimum required gasket surface pressure for different tightness classes, valid for PN16 (16 bar) 
(Münster University of Applied Sciences, 2019). 

Materials used for flanges and bolts are P250GH and C45E, respectively. Assessment of the suitability  
of these materials for hydrogen operation was not the subject of this work. The service conditions are given 
in Tab. 2. 

 Assembly Hydraulic test Operating conditions 

Pressure [MPa] 0 2.288 1.6 

Temperature [°C] 20 20 50 

Axial force [N] 0 0 0 

Bending moment [N.m] 0 0 0 

Radial force [N] 0 0 0 

Torsional moment [N.m] 0 0 0 

Tab. 2: Service conditions. 

Both calculations were based on the minimum required pressure limits. The required bolt force is 80 𝑘𝑁 
and 150 𝑘𝑁 respectively for the two tightness classes. The resulting load ratios are given in Tab. 3. 
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  Assembly Hydraulic test Operating conditions 

Bolts 
L0.01 27.2 % 13.9 % 19.4 % 

L0.001 51.1 % 27.9 % 41.0 % 

Gasket 
L0.01 10.9 % 2.5 % 3.3 % 

L0.001 20.5 % 9.0 % 10.1 % 

Flange 
L0.01 20.1 % 14.3 % 18.6 % 

L0.001 37.7 % 26.4 % 36.7 % 

Tab. 3: Flange joint load ratios. 

The change in tightness class resulted in higher load ratios for bolts, gasket and flange. As none of the load 
ratios exceed 100 %, the operation of the flange joint is still safe after the tightness change. However, this 
model calculation highlights the possibility of a load ratio exceeding 100 % due to the higher minimum 
force required for a higher tightness class. In that case, the replacement of the flanges could be needed  
to withstand higher mechanical load. 

4.  Conclusions 

This study describes the possible need for flange joint design adaptation in connection to modern  
low-carbon energetics, focusing on hydrogen and the challenges connected to switching to natural gas 
hydrogen blends in the existing natural gas pipeline network. The comparison of two flange joint designs, 
differing in leakage rates, serves as a practical example of adapting engineering solutions to the specific 
demands of hydrogen applications such as the need for higher tightness of process equipment. With a lower 
allowable leakage rate, the load ratios of bolts, gasket and flanges are higher due to the higher required 
gasket surface pressure. 
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MODELING OF A QUARTER-CAR MODEL PASSING  
AN OBSTACLE USING LAPLACE TRANSFORMS,  

MATLAB/SIMULINK AND SIMSCAPE 

Miková Ľ.*, Šarga P.**, Vagaš M.***, Prada E.†, Brada L.†† 

Abstract: In this paper, the possibilities of modelling a quarter model of a car as it passes over an obstacle 
are presented. The Laplace transform was first used to solve the differential equations that describe this 
dynamic action. As the next option the solution of the derived differential equations is using Matlab/Simulink 
and finally the results were verified using a model that was created in the Matlab/Simulink/Simscape 
environment. 

Keywords:  Laplace transform, dynamics modelling, Matlab, Simscape, physical modelling. 

1. Introduction 

Knowledge from practice is that a large group of problems solved in engineering practice is related to the 
solution of linear differential equations. These can be used to describe the amount of money in a savings 
bank, the orbit of a spacecraft, the amount of deformation of elastic structures, the description of radio 
waves, the size of a biological population, the current or voltage in an electrical circuit, etc. In fact, 
differential equations can be used to explain and predict new facts about anything that is constantly 
changing. In more complex systems, we do not use just one differential equation, but a system of differential 
equations, as in the case of an electrical network of multiple circuits or in a chemical reaction with several 
interacting chemicals. Differential equations with constant coefficients can then be solved using the Laplace 
transform to obtain their solution, which is a mathematical description of dynamical systems, see Yang 
(2017) and Harris (2014). In the present paper, the procedure of solving differential equations using Laplace 
transform is described on a quarter car model, Kmec (2022). In the following section, a solution to the same 
problem is then shown using modern simulation techniques. In the first case, a differential equation model 
was created in the Matlab/Simulink environment, which was then compared with the model created in the 
Matlab/Simulink/Simscape environment, Dvorak (2023) and Slough (2021). 

2. Laplace transform 

Solving differential equations often encounters problems, especially in terms of time. Integral 
transformations can be used to solve differential equations with constant coefficients in certain cases, 
Hroncova (2012). Equations defined in the time domain can be modified into qualitatively different 
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equations, determined by so-called pairs of the original equations in a completely different domain, e.g. the 
frequency domain. The mathematical manipulation of the pairs is then considerably easier. Solving in this 
domain is finding the pair of the solution of a differential equation. After determining the search variables 
in the domain of their pairs, we adjust them in the opposite way again to the original time domain and obtain 
the resulting solution. The transformation of differential equations (originals) into algebraic equations 
(pairs), that is, the transformation is very convenient, since whole large dictionaries of originals and their 
corresponding pairs are available. The Laplace one-sided transform is a functional integral transform, 
introduced by Laplace and defined for t ≥ 0 by the relation: 

 𝐹(𝑠) = 𝐿{𝑓(𝑡)} = ∫ 𝑓(𝑡)
∞


𝑒ି௦௧𝑑𝑡, (1) 

where: 𝐿 is the Laplace operator, f(t) is a function of time which is called the original, 𝐹(𝑠) is the Laplace 
pair of the original, s is the argument of the Laplace transform, it is a complex variable. 

3. Vehicle crossing an obstacle 

A quarter car model will be considered, which is constructed from two masses M, which represents  
the mass of the sprung body section, and mass m, which represents the mass of the axle, wheel and tire 
(Fig. 1). The constant B is the viscous damping constant, K is the spring stiffness constant of the main 
suspension and k is the tire stiffness constant. The deflections y1(t) and y2(t) represent the displacements 
from the equilibrium positions. 

 

 

 

 

 

 

Fig. 1: Dynamic model of the vehicle and the obstacle. 

The roughness of the terrain can be described by the equation: 

 𝑠 = 𝑠(𝜆), (2) 

where λ is the vehicle path at constant speed. 

The equations of motion of a dynamic system can be written in the form: 

 𝑚�̈�ଵ + 𝐵𝑦ଵ − 𝐵𝑦ଶ + (𝐾 + 𝑘)𝑦ଵ − 𝐾𝑦ଶ = 𝑘𝑠(𝜆), (3a) 

 𝑀�̈�ଶ + 𝐵𝑦ଶ − 𝐵𝑦ଵ − 𝐾𝑦ଵ + 𝐾𝑦ଶ = 0. (3b) 

The obstacle equation is: 
 𝑠 = ℎ𝑠𝑖𝑛 

గ


𝜆   𝑝𝑟𝑒 𝜆 ∈ 〈0,1〉. (4) 

In the next step, damping B will not be considered, so the equations of the dynamical system will be: 

 𝑚�̈�ଵ + (𝐾 + 𝑘)𝑦ଵ − 𝐾𝑦ଶ = 𝑘𝑠(𝜆), (5a) 

 𝑀�̈�ଶ − 𝐾𝑦ଵ + 𝐾𝑦ଶ = 0. (5b) 

The partial solutions of these equations are assumed to be of the form: 

 𝑦 = 𝑎 sin(𝛺𝑡 + 𝛾), (6) 

where 𝑎 are the amplitudes of the displacements 𝑦ଵ a 𝑦ଶ from the equilibrium position. After substituting 
(6) into Eqs. (5a) and (5b) and adjusting: 

 [(𝑘ଵ + 𝑘ଶ) − 𝑚ଵ𝛺ଶ]𝑎ଵ − 𝑘ଶ𝑎ଶ = 𝑘𝑠(𝜆), (7a) 

 −𝑘ଶ𝑎ଵ + (𝑘ଶ − 𝑚ଶ𝛺ଶ)𝑎ଶ = 0. (7b) 
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Solving these equations using the determinant yields a frequency equation for calculating the natural 
angular frequencies 𝛺ଵ 𝑎 𝛺ଶ: 

 𝛺ଵ,ଶ = ට
[భమାమ(భାమ)]±ඥ[భభାమ(భାమ)]మିସభమభమ

ଶభమ
. (8) 

Laplace transform of the equations of the dynamical system (5) under zero initial conditions: 

 𝑚𝑠ଶ𝑌ଵ(𝑠) + (𝐾 + 𝑘)𝑌ଵ(𝑠) − 𝐾𝑌ଶ(𝑠) = 𝑘


௦
, (9a) 

 𝑀𝑠ଶ𝑌ଶ(𝑠) − 𝐾𝑌ଵ(𝑠) + 𝐾𝑌ଶ(𝑠) = 0. (9b) 

Transfer functions are: 

 𝑌ଵ(𝑠) =
(ାெ௦మ)

௦ൣெ(௦మାఆభ
మ)(௦మାఆమ

మ)൧
,  𝑌ଶ(𝑠) =

 )

௦ൣெ(௦మାఆభ
మ)(௦మାఆమ

మ)൧
. (10) 

The inverse transformation is performed by decomposing the functions 𝑌ଵ(𝑠) and 𝑌ଶ(𝑠): 

 𝑌ଵ(𝑠) =
(ାெ௦మ)

௦ൣெ(௦మାఆభ
మ)(௦మାఆమ

మ)൧
=



ெ
ቂ



ఆభ
మఆమ

మ

ଵ

௦
+

ିெఆభ
మ

ఆభ
మ(ఆభ

మିఆమ
మ)

௦

௦మାఆభ
మ +

ெఆభ
మି

ఆమ
మ(ఆభ

మିఆమ
మ)

௦

௦మାఆమ
మቃ, (11a) 

 𝑌ଶ(𝑠) =


௦ൣெ(௦మାఆభ
మ)(௦మାఆమ

మ)൧
=



ெ
ቂ

ଵ

ఆభ
మఆమ

మ

ଵ

௦
+

ଵ

ఆభ
మ(ఆభ

మିఆమ
మ)

௦

௦మାఆభ
మ +

ଵ

ఆమ
మ(ఆభ

మିఆమ
మ)

௦

௦మାఆమ
మቃ. (11b) 

Inverse Laplace transform of Eqs. (11a) and (11b): 

 𝑦ଵ(𝑡) =


ெ
ቂ



ఆభ
మఆమ

మ +
ିெఆభ

మ

ఆభ
మ(ఆభ

మିఆమ
మ)

cos 𝛺ଵ(𝑡) +
ெఆభ

మି

ఆమ
మ(ఆభ

మିఆమ
మ)

cos 𝛺ଶ(𝑡)ቃ, (12a) 

 𝑌ଶ(𝑠) =


ெ
ቂ

ଵ

ఆభ
మఆమ

మ +
ଵ

ఆభ
మ(ఆభ

మିఆమ
మ)

cos 𝛺ଵ(𝑡) +
ଵ

ఆమ
మ(ఆభ

మିఆమ
మ)

cos 𝛺ଶ(𝑡)ቃ. (12b) 

The solution of the differential equations of the quarter car model using the Laplace transform was then 
verified using Matlab, where two methods were used: 

-  solving the differential equations using their models in Simulink - in this method it is necessary  
to know the differential equations describing the problem to be solved (Fig. 2), 

-  in the second case, the Model Based Design approach was used using the Simscape superstructure, 
where physical modelling is involved and in this case, it is not necessary to know the differential 
equations describing the problem to be solved (Fig. 2). 

 
Fig. 2: Simulink model of the differential equation and physical model of vehicle. 

In the following figures showing the velocities and positions of the two masses, you can see  
the correspondence between the solution of the differential equations in the Simulink environment 
compared to the solution using the physical modelling environment in Simscape (Fig. 3). 
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Fig. 3: Final velocity and position of the mass 1 and 2. 

4.  Conclusions 

In this paper, a method for solving differential equations using the Laplace transform and using modern 
simulation methods is presented. These approaches have been applied to the example of solving a vehicle 
passing over an obstacle. A quarter car model was created and differential equations were developed  
for this case. The solution using Laplace transform represents a classical solution to such a problem, which 
is time consuming and presents a higher error generation rate. Subsequently, two procedures for solving 
the differential equations were implemented using Matlab. The first method requires knowledge of the 
differential equations describing the problem to be solved, which can be problematic in some cases.  
The second method used consists of physical modelling, where the main advantage is that we do not need 
to know the differential equations and the resulting model consists of real components. Such a solution 
represents a simpler way of solving the problem, especially when it is necessary to solve more complex 
systems, in which it is often complicated to set up and then solve differential equations. 

Acknowledgement  

This work was supported by the Ministry of Education of Slovakia Foundation under Grant project 
1/0436/22, VEGA 1/0201/21, KEGA 027TUKE-4/2022, KEGA 031TUKE-4/2022. 

References 
Yang, X. S. (2017) Laplace Transform. Engineering Mathematics with Examples and Applications. 23 p. 
Harris, E. F. (2014) Integral Transforms, Mathematics for Physical Science and Engineering. Chapter 13, 453–486.  
Hroncova, D., Šarga, P. and Gmiterko, A. (2012) Simulation of Mechanical System with Two Degrees of Freedom 

with Bond Graphs and MATLAB/Simulink, In: Procedia Engineering: MMaMS 2012: Modelling of Mechanical 
and Mechatronics Systems, pp. 112–232. 

Kmec J., Pavelka J. and Soltes, J. (2022) Determination of stiffness and damping parameters from a vehicle model  
in a frontal impact into the rigid barrier using the Matlab. MM Science Journal, 5651–5655. 

Dvorak, L., Fojtasek, K. and Dyrr, F. (2023) Experimental verification of pneumatic elements mathematical models 
in Matlab-Simulink Simscape. MM Science Journal, 6359–6366. 

Slough, J. Belcher, M., Tsui, T. and Bhattacharya, S. (2021) Modeling and Simulation of Electric Vehicles Using 
Simulink and Simscape. In: IEEE Vehicular Technology Conference Proceedings. pp. 1–6. 

0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5
-0.5

0

0.5
Velocity of Mass 1

Simscape
Simulink

0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5
Time [s]

-0.1

-0.05

0

0.05

0.1
Velocity of Mass 2

Simscape
Simulink

y 
[m

]

y 
[m

]

205



 

doi: 10.21495/em2024-206 

30th International Conference  

ENGINEERING MECHANICS 2024 
Milovy, Czech Republic, May 14 – 16, 2024 

RECONSTRUCTION OF DUO ROLLING MILL  

Mrkos J.*, Horký P.**, Formánek M.*** 

Abstract: Shown are design concepts for the reconstruction of an adjustable UD rolling mill (from the 90s) 
for a section mill train at domestic customer´s place. A finite element method was used to discretize the models 
in the elastic field using spatial elements. The strength evaluation consists in the assessment of assumed critical 
cross-sections and points from the point of view of a possibility of emergence of ductile, fatigue and sudden 
fractures, including the propagation of cracks. The SKALA program fully utilizes the results of the elasticity 
solution by the MARC system in the linear field, and the generalized Neuber principle is applied to a wide 
extent to determine the plastic deformations necessary for the assessment of service life (Pospíšil, 1976). 

Keywords:  Design concept, DUO rolling mill, reconstruction, FEM, elasticity and strength evaluation. 

1. Introduction - Device Description 

In this paper is described a structural revision during the reconstruction of the DUO (two horizontal working 
rolls) rolling mill (Fig. 1 ). The rolling mill is used to shaping hot steel bars. In the DUO rolling mill, holes 
for anchors got worn (ovality, plastic deformations) in the lower frame (frame material 42 2712.5, 
Rm = 500 MPa, Re = 280 MPa), where it was necessary to press on the bushings (to be lined - bushings 
made of material 42 CrMo 4 + QT , Rm = 700 MPa, 
Re = 500 MPa) so that all the original linked-up 
components can be kept and thereby the costs saved. 
In the vicinity of the opening of the lower frame, 
there are potential critical points such as threads 
(M24) for shims and an inlet for cooling (Fig. 2).  
The design modification consists in enlarging  
the opening, pressing-on the bush and working it to 
the original internal dimension (Fig. 3). 

2. Boundary Conditions 

The boundary conditions of the UD rolling mill are 
as follows (Fig. 4). Three different loading modes 
after pressing-on the bushings were calculated: 

 The first loading was considered with self-weight and pre-loaded anchors, bolts, as the var. UDS15R, 
lower condition. 

 The second loading was considered centric with self-weight and pre-loaded anchors, bolts, as  
var. UDS16R, upper condition. 

 The third loading was considered eccentric with self-weight and pre-loaded anchors, bolts, as  
var. UDS17R upper condition. 
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Fig. 1: The DUO rolling mill. 
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 Fig. 2: Initial shape of the opening of  Fig. 3: Working before and after pressing  
 the lower frame.  the bushing into the lower frame. 

  

3. Results of elasticity calculation 

Displacement in the Z-axis direction are in the 
Fig. 5. The figures show differences between 
individual variants. Hole deformations:  

- var. UDS15R range from -0.021 to 0.014 mm.  
- var. UDS16R range from -0.060 to -0.015 mm. 
- var. UDS17R range from -0.127 to -0.017 mm.  

The values correspond to the predicted results. 

 

 

 

Fig. 5: Displacement in the Z of the lower frame for 
the loading variant a) UDS15R, b) UDS16R  

and c) UDS17R. 

The first principal stress, design (reduced) stress SV 
(according to HMH) are shown in Figs. 6–9. On the 
basis of the first principal stress and design (reduced) 
stress (according to HMH), the places for strength 
assessment were selected and they will be assessed for 
strength in the following chapter. 

 

 

a) b) 

c) 

Fig. 4: Boundary conditions of the DUO rolling mill. 
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 Fig. 6: The first principal stress for the loading  Fig. 7: Reduced stress according to HMH 
  var. UDS16R.  for the loading var. UDS16R. 

 
 Fig. 8: The first principal stress for the loading  Fig. 9: Reduced stress according to HMH 
 var. UDS17R.  for the loading var. UDS17R. 

4. Strength Assessment 

Two locations (KM1, KM2) were selected from the results of the flexibility calculation (by the Marc Mentat 
2023.3 program) for assessment. The SKALA program assessed the possibility of ductile, fatigue  
and sudden fracture, including crack propagation, at both locations. The SKALA program makes full use 
of the results of the elasticity solution in the linear field, and the generalized Neubér's principle is used  
to determine the plastic deformations necessary for the lifetime assessment. 

Description of the points to be assessed:  
a) KM1 - The tensile area of the recess of the M24 thread on the lower frame (Figs. 10 and 11) -  

(HS – UDS17R, DS – UDS15R) - taken for the higher upper state of load from UDS16R and UDS17R. 

  
 Fig. 10: First principal stress at the recess of the Fig. 11: Reduced stress at the recess of the M24 
 M24 thread for the loading var. UDS17R.  thread for the loading var. UDS17R.  
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b) KM2 - The tensile area of the M24 drilled-off thread on the lower frame (Figs. 12 and 13) -  
(HS – UDS16R, DS – UDS15R) - taken for the higher upper state of load from UDS16R and UDS17R. 

  
 Fig. 12: The first principal stress of the M24  Fig. 13: Reduced stress of the M24 drilled-off  
 drilled-off thread for the loading var. UDS16R.  thread for the loading var. UDS16R.  

Brief overview of the strength evaluation results is shown in Tab. 1, where: 
- ND - the number of permitted loading cycles,  
- n - the security against the occurrence of the limit state of fatigue (formation of a crack having 

conventional depth of 1 mm),  
- nRm, nRk - the degree of safety against the ultimate strength and/or yield point in the block of ultimate 

state of ductile fracture,  
- nsig, ndef - the degree of safety against the strain of force or force plus deformation origin in the block 

of the limit state of sudden fracture,  
- Nkr, (Nf) - the number of cycles with the crack propagation from the initial depth of 1 mm and/or from 

the depth Lp to the critical Lkr or functional (Lf) depth, 
- Lk, Lkr - the critical depth of a crack at the critical point (node) Lk and/or Lkr during its propagation; 

when they are reached, a sudden fracture occurs in the critical cross-section,  
- Lf - functionally permissible crack depth. 

Tab. 1: Strength evaluation results for the assessed points. 

5.  Conclusions 

According to the results of the elasticity and strength calculation of the design changes of the DUO rolling 
mill, it can be stated that, for the specified maximum operating loads and the above-mentioned materials, 
the specified design variant with pressing-on the bushings in the rolling mill meets the usually required 
safety limit states of both ductile and sudden fracture at assessed points KM1 and KM2 with sufficient 
reserve. Furthermore, for the specified maximum possible operating cyclic loads and the above-mentioned 
materials, the specified design variant with pressing-on the bushings in the rolling mill meets the limit state 
of fatigue (ND > 1.0E7 cycles - permanent life) with sufficient reserve at the assessed points KM1 and KM2 
from the point of view of usually required safety. The design revision can be used.  

References 
Pospíšil, B. (1976) Evaluation of strength and durability of machine components. ČVTS Praha (in Czech). 

Variants  
of 

calculation 

Point under  
consideration 

Ductile 
fracture 

nRm    nRk 
[-]      [-] 

Fatigue 
Sudden 
fracture 

Crack propagation 

ND [cycle] 
n[-] 

nsig [-] 
ndef [-] 

Lk 
[mm]  

Nkr [cycle] 
(Nf [cycle]) 

Lkr [mm] 
(Lf [mm]) 

 Material 42 2712.5 (Rm = 500 MPa, Re = 280 MPa) 

UDS17R/ 
UDS15R 

KM1 
Satisfactory  

2.1     1.3 
>1.00E7 

2.419 
3.710 
3.530 

10.0 
- 

(110E6) 
- 

(15) 

UDS16R/ 
UDS15R 

KM2 
Satisfactory  

2.1     1.3 
>1.00E7 

3.108 
5.512 
3.418 

9.25 
- 

(12.2E6) 
- 

(10) 

209



30th International Conference
ENGINEERING MECHANICS 2024

Milovy, Czech Republic, May 14 – 16, 2024

STOCHASTIC VERSION OF THE ARC-LENGTH METHOD

Náprstek J.∗, Fischer C.∗∗

Abstract: The solution of a nonlinear algebraic system using the incremental method, based on pre-defined
loading steps, fails in the vicinity of local extrema as well as around bifurcation points. The solution involved
the derivation of the so-called ’Arc-Length’ method. Its essence lies in not incrementing the system parameter
or any of the independent variables but rather the length of the response curve. The stochastic variant of
this method allows for working with a system where system parameters include random imperfections. This
contribution presents a variant that tracks the first two stochastic moments. Even in this simple case, interesting
phenomena can be observed, such as the disappearance of the energy barrier against equilibrium jump due to
random imperfections in the system.

Keywords: Random imperfection, stochastic arc-length method, continuation, numerical method.

1. Introduction

In the study of slender and flexible structures, the amplitudes of deflections or vibrations, and consequently
the corresponding deformations, can reach values that cannot be approximately considered linear. Math-
ematical models must account for the arising nonlinearity, introducing significant complications in math-
ematical processing. Finding the equilibrium state requires solving nonlinear systems. There can exist
multiple equilibrium states, which in themselves can be stable or unstable. Transitions between them occur
spontaneously or through the breakthrough of energy barriers. Such a process may be entirely local and
insignificant for the overall system, allowing its loading to continue, or, alternatively, it may signify partial
or complete collapse of the system.

The general formulation of the problem in static analysis reads:

F(r,u, λ) = 0 , (1)

where r represents the internal parameters of the system (describing geometry, physical properties, etc.)
with m components; u is the displacement vector of nodes in the network with n components; λ is the load
parameter. The function F is assumed as sufficiently continuous.

A similar concept can be applied when seeking the stationary response of dynamic systems. If some form
of averaging is employed, it is possible to formulate the corresponding differential equation in slow time,
where the characteristic feature for the stationary solution is a zero differential part.

The solution of the system (1) using the incremental method with pre-defined loading steps ∆λ, see for
example (Jagannathan et al., 1975; Bergan, 1980), fails around the extremum of any of the curves ui(λ) and
further in the vicinity of a bifurcation point. After many attempts to find a solution, each with only a limited
range of applicability, a more universal method was proposed by Riks (1979), which was named the ”Arc-
Length” method. Its essence lies in not incrementing λ or any of the components of u but rather the length
of the response curve arc. The length of the vector |∆ut,∆λ| is specified, assuming that it does not differ
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Fig. 1: a) Incremental and Arc-Length method, b) stochastic Arc-Length method, c) mathematical expectation and
reliability zone.

significantly from the actual length of the arc as a curve. Thus, the increment of the load parameter is one
of the unknowns, rather than a predetermined quantity.

It turns out that the fundamental idea of the Arc-Length method can be extended to the domain of systems
with random imperfections, as shown by Náprstek (1994, 1999).

2. The stochastic arc-length method

In the stochastic case, the perturbed parameters r should be understood as the sum of the deterministic and
stochastic component:

r = rd + rε , (2)

where rd represents the nominal values of system parameters, and rε denotes parameter perturbations as
Gaussian random processes in suitable coordinates. The system (1) thus transforms into a system of stochas-
tic equations. Its solution will be formulated in weak stochastic sense.

Let ∂uFt(r,uNj
, λNj

) denote the incremental matrices in the j-th approximation step to the pointN , where
the coordinates statistically sufficiently satisfy the system (1). This point is approached from the initial point
M by incrementing the arc length by ∆s, as depicted in Fig. 1a:

∂uFt(r,uNj
, λNj

) = Ct
Nj

; ∂λF(r,uNj
, λNj

) = ΛNj
. (3)

Matrices CNj and ΛNj describing the local stiffness state at point Nj are influenced by imperfections rε.
The linear stochastic approximation of parameter deviations from the nominal state can be introduced as
linear combinations of suitable deterministic basis functions. The coefficients of this linear combination
are random processes. The basis functions can encompass, for example, systems of cones with vertices
at individual nodes of the mesh in case of discretized system, values of Fourier coefficients representing
the expansion of imperfect surfaces, etc. Consequently, imperfections are modeled as m random scalar
processes entering into (1) or (2). This implies that the local stiffness matrices (3) can be expressed in the
form

CNj
= C0

Nj
+

m∑
i=1

Ci
Nj
riε ; ΛNj

= Λ0
Nj

+

m∑
i=1

Λi
Nj
riε . (4)

where C0
Nj
, ,Λ0

Nj
represent the local stiffness matrices at point Nj of the system in the nominal state,

Ci
Nj
, Λi

Nj
denote the increments of matrices C0

Nj
, Λ0

Nj
due to a ”unit” imperfection, and riε is the value of

the i-th imperfection (a Gaussian-centered random process).

The increments of displacements and loads are expressed in a similar form, i.e., as linear combinations of
certain vectors, where the coefficients of these combinations are the same random processes riε as in the
case of (4):

∆uNj
= ∆u0

Nj
+

m∑
i=1

∆uiNj
riε ; ∆λNj

= ∆λ0Nj
+

m∑
i=1

∆λiNj
riε . (5)

The solution of the response of the imperfect system is based on the incremental form of the system (1)
supplemented by the constant arc-length condition ∆s = const. This means that the increment of the load is
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unknown; it is one of the unknowns, just like all the increments of displacements at the nodes. The advance
from point M to point N on the response hyperplane proceeds in two steps, as shown in Fig. 1b.

The initial step involves moving in the tangential direction towards point N0. This is accomplished by
solving a linear system that is generated as follows: starting with the incremental operation (1), subsequent
substitutions as per (3), (4), (5) (where point Nj is substituted with point M ), and then applying the mathe-
matical expectation operator E·. This process yields the first part of the solution; the part which describes the
mathematical expectation and generalized coordinates of the stochastic component of the response during
the first step from point M to point N0:

C0
M∆u0

M + Λ0
M∆λ0M +

m∑
i=1

m∑
k=1

(
Ci
M∆ukM + Λi

M∆λkM

)
Kik = 0 ,

∆u0t
M−∆u0

M + ∆λ0M−∆λ0M +

m∑
i=1

m∑
k=1

(
∆uitM−∆ukM + ∆λiM−∆λkM

)
Kik = ∆s(2) ,

(6)

where it was used:
E{riε · rkε} = Kik ; E{riε} = 0 . (7)

The second step of the calculation aims to reach pointN on the response curve through successive iterations,
with the goal of achieving the best possible accuracy. This is done to ensure the following equations are
optimally satisfied:

E{F(uN , λN )} = 0 ; E{riε · F(uN , λN )} = 0 . (8)

In the j-th step, that is, at point Nj , however, these equations are not satisfied, and the following holds:

E{F(uNj
, λNj

)} = ΦNj
; E{riε · F(uNj

, λNj
)} = Ψi

Nj
; i = 1, ..,m ; j = 0, 1, .. (9)

The iteration will take place in the hyperplane perpendicular to the previous tangent (line MN0) of the sur-
face (1), or along the hypersphere with the center at point M (depending on whether the linear or quadratic
version of the Arc-Length method is used). Similar steps as in the first step deliver the algebraic system of
(1 +m)(n+ 1) equations for the unknown increments ∆u0

Nj
, ∆λ0Nj

, ∆ukNj
, ∆λkNj

(k = 1, . . . ,m):

C0
Nj

∆u0
Nj+1

+ Λ0
Nj
·∆λ0Nj+1

+

m∑
i=1

m∑
k=1

(
Ci
Nj
·∆ukNj+1

+ Λi
Nj
·∆λkNj+1

)
Kik = −ΦNj

,

∆u0t
Nj

∆u0
Nj+1

+ ∆λ0Nj
∆λ0Nj+1

+

m∑
i=1

m∑
k=1

(
∆uitNj

∆ukNj+1
+ ∆λiNj

∆λkNj+1

)
Kik = 0 ,

(10)

m∑
i=1

(
Ci
Nj

∆u0
Nj+1

+ Λi
Nj

∆λ0Nj+1

)
K li +

m∑
k=1

(
C0
Nj

∆ukNj+1
+ Λ0

Nj
∆λkNj+1

)
K lk = −Ψl

Nj
,

m∑
i=1

(
∆uitNj

∆u0
Nj+1

+ ∆λiNj
∆λ0Nj+1

)
K li +

m∑
k=1

(
∆u0t

Nj
∆ukNj+1

+ ∆λ0Nj
∆λkNj+1

)
K lk = 0 .

(11)

Based on these calculations, the overall response of the system during one step of the Arc-Length method
from point M to point N can be described as

uN = uM +

µ∑
j=0

(
∆u0

Nj
+

m∑
i=1

∆uiNj
riε

)
. (12)
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Hence, the value of the mathematical expectation and mutual correlation of the individual response compo-
nent at point N read

E{uN} = uM +

µ∑
j=0

∆u0
Nj
, (13)

E{uN · utN} − E{uN} · E{utN} =

µ∑
k=0

µ∑
j=0

(
m∑
i=1

m∑
l=1

∆uiNj
∆ultNk

·Kil

)
. (14)

Formulas (13), (14) enable tracing the curves of the most probable response (mathematical mean) and
the corresponding dispersion zone. Properties (e.g. diameter) of this zone indicates how much the critical
load level needs to be reduced due to introduced imperfections.

The outcomes of the entire calculation can be understood with reference to Fig. 1c. For every point along
the curve of the mathematical mean response, there is a corresponding curve depicting the probability
density distribution of deviations from the mathematical mean at individual nodes or degrees of freedom.
Given that the analysis was confined to the first two stochastic moments, each of these curves represents
a Gaussian distribution with a variance derived from the second-moment calculation.

Consequently, upper and lower bounds are established, forming a region on both sides of the curve which
represents the most probable response. This region is known as the reliability region. It ensures that, with
the specified probability and imperfection statistics, the system’s response will not fall outside this defined
area. The process of deriving both upper and lower bound curves can result in a complex profile, as sug-
gested in Fig. 1c. This complexity indicates that certain sections of these curves may not be relevant for the
original purpose. Both upper and lower curves may exhibit inflection points and various special properties,
necessitating evaluation methods that exploit the particular characteristics of their geometry.

3. Concluding remarks

Tthe stochastic Arc-Length method is a powerful tool for addressing the challenges posed by uncertainties
and nonlinearities in structural analysis, providing insights into the reliability of structures under stochastic
conditions. It uses the arc length as a parameter to trace the response of the structure. This allows for
efficient tracking of nonlinear responses, especially in situations where traditional methods may encounter
convergence issues. While the method often focuses on the first few stochastic moments, higher moments
may be considered for a more comprehensive stochastic analysis.
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MICRO-SCALE CREEP OF CEMENTITIOUS MATERIALS

Němeček J.∗, Němečková J.∗∗, Němeček J.∗∗∗

Abstract: Nowadays, micro-scale creep properties are accessible via nanoindentation tests. The paper aims
to investigate various analytical expressions used to estimate micro-scale visco-elastic properties of cement
paste. Five analytical methods based on various assumptions were tested. The necessity of taking plastic
deformations into account was shown. Creep compliance evaluated for a short-term load duration (tens of
seconds) was found in the order of usual uniaxial creep tests of cement pastes or concretes that take place on
a much longer time scale (tens to hundreds of days). However, the creep response has the same logarithmic
nature. Using different evaluation methods exhibited high scatter and direct comparison to uniaxial data does
not give a clue how to select the best fitting method.

Keywords: Cement, creep, visco-elasticity, nanoindentation.

1. Introduction

Creep of cementitious materials is an important phenomenon influencing the long-term performance of con-
crete structures. For many decades, creep has been studied on a macroscale using large-scale specimens.
With the development of techniques such as electron microscopy or nanoindentation, the creep of cemen-
titious matrix has also been accessed at micro-scale. Various theories on the creep mechanisms have been
published. The main mechanisms employ sliding of C-S-H globules or C-S-H sheets, their compaction and
water movements under conditions of sustained loading (Kai et al., 2021).

The logarithmic kinetics of creep is generally observed after days on concrete samples in the lab or even
after years on concrete bridges. Interestingly, creep experiment conducted in a nanoindenter exhibits loga-
rithmic kinetics already in the scale of seconds (Baronet et al., 2022). But, significantly higher stresses are
applied by an indenter compared to usual macroscopic testing. Routinely used shapes of sharp indenters
such as Berkovich, cube corner or Vickers cause both high stresses and volumetric compaction under the
tip. This paper makes a comparison of various analytical approaches used for evaluation of creep param-
eters from nanoindentation performed on main hydration products of cement pastes (C-S-H gels) at the
sub-micrometer level.

2. Theory and methods

Nanoindentation is a technique which uses a sharp (usually diamond) tip that is pressed into the material
while accurately recording the force, P , and the tip displacement, h. There are four principal deformations
caused by an indenter: elastic, viscous, plastic and fracture. The amount of individual deformation types
depends strongly on the acuity of the indentation tip. While flat or spherical indenters tend to produce only
elastic or visco-elastic deformations, sharper indenters cause further elasto-plastic or visco-elasto-plastic
deformations. Indentation load-displacement (P − h) curves of cementitious materials usually contain all
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kinds of viscous-elastic and plastic deformations. For higher stresses, fracture deformation may be observed
as sudden burst in P−h curves. The experimental P−h curve usually contains three segments (see Fig. 1a).
The first is the loading phase, during which all kinds of deformations occur. This is followed by the holding
phase, in which the load is kept constant and the unloading part is final. Purely elastic behavior of the
material can be assumed in the unloading part of the P − h curve form which the indentation (reduced)
modulus is derived (Oliver and Pharr, 1992) as Er = S

√
π

2
√
Ac

where S is the contact stiffness and Ac is
a contact area. A general relationship between the time-dependent indentation load, P (t), and displacement,
h(t), for a step loading of a visco-elastic solid can be expressed as

hm(t) = κPmaxJ(t) (1)

where J(t) is the creep compliance function, m and κ are geometric constants (e.g. m = 2 and κ = π
2tanα

for cone or pyramid), Pmax is the maximum load. Using Kelvin chain model, J(t) can be approximated as

J(t) =
1

Er,0
+

N∑
i=1

1

Er,i

(
1 − e

− t

τi

)
RCFi (2)

where Er,0 is the instantaneous reduced modulus, Ei and τi are elastic moduli and retardation times of
respective Kelvin units and RCFi are ramp correction factors defined as RCFi = τi

tR

(
etr/τi − 1

)
with tR

being the ramping time (Oyen and Cook, 2009). If the load is instantaneously applied the RCFi = 1,
otherwise it accounts for a finite load ramping.

2.1. Effect of plastic deformation

In many materials including cement paste, nanoindenters equipped with sharp tips (especially the cube
corner tip) cause non-negligible plastic strains that evolve mainly over loading period. Ignoring the strains
and related add-on deflections to Eq. (1), respectively, result in overestimation of creep compliance values
as confirmed both experimentally and numerically (Vandamme et al., 2012). Based on the assumption that
plastic deformations appear only at the loading period, a relationship between contact compliance and the
testing parameters can be established (Vandamme and Ulm, 2013) as

J(t) =
1

Er
+

2ac∆h(t)

Pmax
=

1

Er
+
ln(1 + t/τ)

C
(3)

where ∆h(t) is the increment of indenter’s penetration depth during holding phase, ac =
√

Ac
π is the radius

of contact. A logarithmic function fitting ∆h(t) from experiments was proposed by Vandamme and Ulm
(2013) leading to the second expression in Eq. (3), where C is the creep modulus and τ is the characteristic
time. Němeček et al. (2023) used a simple correction of plastic deformations by adding an additional fitting
parameter, h0, directly to Eq. (1) such that

(h(t) − h0)
m = κPmaxJ(t). (4)

This formula leads to a successful fitting of the short-term experimental data. One of the advantages of this
simple method is that it allows to estimate the amount of plastic deformation appearing in the loading phase
depending on the type of an indenter.

3. Experiments and methods

Nanoindentation (using Hysitron TI-700) was performed on hydrated cement paste CEM I-42,5R (wa-
ter/binder = 0.40) aged for 1.5 year in lime water. Two types of sharp indenter tips (Berkovich and cube
corner) were used. The loading protocol was prescribed as follows: linear loading for 1 s; 40 s holding
at 1.5 mN maximum force; linear unloading for 1 s. Always, a representative P − h curve received from
well hydrated phases of the cementitious matrix (C-S-H) was selected for each tip (Fig. 1a). Then, the
analytical approaches described in Sect. 2. were applied. This included non-linear least square regression
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of the depth-time data by: (I) standard visco-elastic model assuming the step load (i.e. neglecting finite
ramping, Eq. (2) with RCFi = 1); (II) visco-elastic model with ramp correction (Eq. (2); (III) visco-elastic
model with h0 correction (Eq. (4) with RCFi=1); (IV) visco-elastic model with h0 and RCFi correction
(Eq. (4); (V) logarithmic fit (Eq. (3). Where applicable, using of two Kelvin units was sufficient in fitting
the short-term data. Since the fitting procedure is very sensitive to the data in the beginning of the curve,
the first 1 s of the holding (fitted) period was ommited and the data from 1–40 s interval were taken into
consideration. Then, creep functions J(t) were constructed for each of the model variant.

a) b)

Fig. 1: a) Nanoindentation P − h curves. b) Macroscopic uniaxial tests after Zhang et al. (2014).

4. Results and discussion

Despite receiving of relatively good fits of the experimental data (depth-time data) for every model, very
large differences in the J(t) predictions were obtained. It can be seen from Fig. 2 that results from the
cube corner tip gave systematically higher estimates, leading to the conclusion that this tip causes non-
negligible plastic strains that can hardly be filtered out by any of the methods. The stresses caused by the
tip are also higher compared to less acute Berkovich tip and may already lie in the region of non-linear
creep. Regardless of the tip used, the highest estimate of compliance was given by standard visco-elastic
model assuming the step load and neglecting the plastic deformation. This was especially significant if the
sharper cube corner tip was used. The ramp correction decreased the compliance prediction to one half in
the case of Berkovich tip. When the h0 correction was used, the lowest compliance prediction was received,
regardless of the RCFi correction. The logarithmic creep model provides intermediate predictions of J(t).
Parameters of different model variants are summarized in Tabs. 1 and 2.

a) b)

Fig. 2: J(t) functions for a) Berkovich tip, b) cube corner tip.

Deciding on what short-term compliance prediction is correct is a non-trivial task. One can compare
the short-term functions with the standard macroscopic uniaxial tests done either on cement paste sam-
ples with millimeter dimensions or even on concrete specimens already containing large aggregates Zhang
et al. (2014). Examples of such functions are given in Fig. 1b for a comparable cement paste and concrete
having a comparable cementitious matrix. It is evident from Fig. 1b and also Tabs. 1 and 2 that the functions
predict the creep in a similar order like from nanoindentation but on a completely different time scale.

5. Conclusions

From this study, it can be concluded that utilizing sharp nanoindentation is a feasible technique for quantify-
ing the micro-scale creep of cementitious materials. So far, the methodology for estimation of the short-term
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Berkovich Cube corner

Method Er,0 τ1 E1 τ2 E2 τ1 E1 τ2 E2

(GPa) (s) (GPa) (s) (GPa) (s) (GPa) (s) (GPa)

1 40 0.5 93.9 12.3 281.1 0.1 18.2 3.6 165.4

2 40 0.5 309.2 12.3 292.8 0.1 138.4 3.5 173.6

3 40 2.9 444.9 26.4 389.3 0.6 451.3 8.0 338.7

4 40 2.9 531.4 26.4 396.8 0.6 590.0 8.0 350.5

Tab. 1: Parameters of Kelvin chain based creep compliance functions.

Parameter Berkovich Cube corner Uniaxial creep of paste Uniaxial creep of concrete

C (GPa) 564.5 274.9 46.5 565.8

τ 0.05 (s) 0.02 (s) 1.4 (day) 0.98 (day)

Tab. 2: Parameters of logarithmic creep compliance functions.

creep compliance is not standardized. It follows from the study that the available analytical estimates per-
form very differently based on their assumptions and the exact experimental methodology applied (e.g. tip
or loading protocol selection). It seems that using the most acute tips (cube corner) leads to overestimation
of the creep compliance due to significant stresses imposed to the material. Less acute tips (Berkovich)
seem to give more reasonable predictions. Plastic strains developed during loading under the indenter can-
not be ignored. But, even if the plastic deformations are taken into account, the analytical methods differ
in their prediction by more than 100 %. Short-term creep data from nanoindentation provide reasonable
creep compliance predictions and can be successfully used for comparisons of local visco-elastic behavior.
However, direct linking of the short-term creep data to the uniaxial creep on a higher scale can hardly be
achieved and further research in this direction is necessary.
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DESIGN OF AN INDEXING GEARBOX WITH RADIAL CAMS 
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Abstract: Indexing gearboxes are used to convert the uniform rotary motion of the input camshaft into 
a required non-uniform rotary motion with clearly defined dwell portions of an output shaft. The indexing 
gearbox with conjugate cams consists of a pair of radial cams and an indexing turret follower fitted with rollers 
that are mounted on both sides and rolled. The favourable properties of polygon joints are advantageously 
used in the design of the indexing gearbox with radial cams. The joint profile formed by the polygon has very 
low, if not negligible, notch effects. For this reason, the fatigue strength of the respective connection is 
significantly increased. The geometric shape of the follower roller crown in cam mechanisms has also  
a significant effect on the contact stress due to the load and inertial effects in the surface layers of the general 
kinematic pair. Together with the design changes of the existing design of indexing gearboxes, modern coating 
methods can be used, which have become an integral part of industrial practices. Coatings extend the lifetime 
of sliding and rolling surfaces. 

Keywords:  Indexing gearbox, cam mechanism, radial cam, polygon connection, indexing turret 
follower. 

1. Introduction 

The company VÚTS, a.s. (VÚTS, a.s., 2024) is a research organization with long-time experience in the 
design and calculation of cams and cam mechanisms among other things. For this purpose, computational 
programs and procedures for the analysis and synthesis of combined cam mechanisms were developed here, 
see (Koloc and Václavík, 1993; Norton, 2009; Ondrášek, 2019). As part of its research and development 
activities, VÚTS, a.s. ensures the production of cams and cam mechanisms for domestic and foreign 
customers. 

2. Indexing gearboxes with conjugate cams 

The company VÚTS, a.s. is also a producer of indexing gearboxes with conjugate cams of the KP series, 
which consists of a pair of radial cams with an axial disc star fitted with double-sided mounted rollers, see 
Fig. 1. In these types of the indexing gearboxes, the input and output shafts are arranged parallel to each 
other. The indexing gearboxes are used to convert the uniform rotary motion of the input camshaft to the 
unidirectional rotary motion with clearly defined dwell portions of the mechanism output shaft (intermittent 
rotary motion). We can denote the gearbox output member with the term indexing turret follower. 

2.1. Displacement law 

Indexing cam mechanisms belong to the mechanisms with non-periodic displacement laws. The shape  
of the cam contour is determined by the synthesis which goes on the basis of the knowledge  
of a displacement law 𝑤 = 𝑓(𝜏) of the given indexing gearbox and its dimensional parameters. The 
movement of the driving member – camshaft is described by the independent motion function 𝜏(𝑡) and the 
movement of the indexing turret follower by the dependent motion function 𝑤(𝑡). The displacement law 
𝑤(𝜏) of an indexing gearbox with a rotating cam increase the functions with dwell portions, with individual 
rises (indexes) following each other with a period of 2𝜋. Displacements on each motion interval may be 
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Fig. 1: Indexing gearbox with conjugate cams. 

different in a maximum total rise 𝑊 and an expression of the normalized form where the displacement 
𝜂 =  𝜂(𝜉) and the range are in unity. The variables 𝜉 ,𝜂 of 𝑘୲୦ motion interval are in linear correlation 
with the original variables 𝜏, 𝑤 and are expressed as: 

 𝜉 =
ఛିఛబೖ

ఁ
, 𝜂(𝜉) =

௪(ఛ)ି௪బೖ

ௐ
, 𝜉 ∈ 〈ି

భ

మ
;  భ

మ
〉, 𝜂 ∈ 〈ି

భ

మ
;  భ

మ
〉. (1) 

The coordinates 𝜏, 𝑤 determine the position of the origin 𝑂 of the motion interval coordinate system 
𝑂𝜉𝜂 , while in the following step it is given by the coordinates: 

 𝜏(ାଵ) = 𝜏 + 2𝜋, 𝑤(ାଵ) = 𝑤 + 𝑊. (2) 

The derivatives in the original variables 𝜏, 𝑤 and normalized variables 𝜉, 𝜂 are related by the relations: 
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ௗ௪
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=

ௐ
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=

ௐ

ఁమ
∙

ௗమఎೖ

ௗకೖ
మ =

ௐ

ఁమ
𝜂

ᇱᇱ(𝜉). (3) 

If the variable 𝜏 = 𝑓(𝑡) is a function of time 𝑡, then the following relations are valid: 

 �̇� =
ௐ

ఁ
𝜂

ᇱ (𝜉)�̇�, �̈� =
ௐ

ఁ
ቀ

ଵ

ఁ
𝜂

ᇱᇱ(𝜉)�̇�ଶ + 𝜂
ᇱ (𝜉)�̈�ቁ. (4) 

VÚTS, a.s. produces indexing gearboxes with radial cams, whose displacement law of the motion interval 
is mathematically defined by a standardized form that expresses a 5 ° polynomial function: 

 𝜂(𝜉) =
ଵ

଼
𝜉[15 − 10(2𝜉)ଶ + 3(2𝜉)ସ],   𝜂ᇱ(𝜉) =

ଵହ

଼
[1 − (2𝜉)ଶ]ଶ,   𝜂ᇱᇱ(𝜉) = −30𝜉[1 − (2𝜉)ଶ]. (5) 

The numerical parameters of the motion interval and dwell intervals are contained in Tab. 1. An example 
of the course of such the displacement law of a indexing cam gearbox is shown in Fig. 2. 

Boundary Points 1 2 3 4 

𝜏 − (𝑘 − 1) ∙ 360 [°] 0 220 320 360 

𝑊 [°] 0 0 90 90 

Tab. 1: Numerical parameters of the displacement law intervals. 
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Fig. 2: Displacement law of indexing gearbox. 

2.2. Design of a camshaft and an indexing turret follower  

In the design process of the input (camshaft) and output member (indexing turret follower) of the indexing 
gearbox, the favorable properties of conical polygon connections were used, see Fig. 3. In the design 
process of the camshaft and the indexing turret follower of the indexing gearbox, the favorable properties 
of the conical polygon connections were used. The joint profile formed by the polygon is characterized  
by a transmission of large, variable and shock torques, possibility of defining the mutual rotation of the 
cams of the cam pair and their axial position on the shaft, self-centering, simple backlash elimination 
between the cams and the camshaft and the discs and the indexing turret follower shaft, simple assembly 
and disassembly. In the case of indexing turret follower production, there is a saving of material because 
the indexing turret follower body used to be made from a piece of semi-finished product. 

 

Fig. 3: Camshaft and body of indexing turret follower. 

2.3. Optimization of roller shape of a cam follower 

The geometric shape of the crown of the follower roller has a significant effect on the contact stress due to 
the load and inertial effects in the surface layers of the general kinematic pair. In the case of a cylindrical 
roller, there are discontinuities at the intersections of the cylindrical profile with the cam profile.  
The mentioned discontinuities cause a very sharp increase in the pressure distribution in the respective 
contact surfaces of the bodies. These local increases in pressure distribution can exceed the ultimate strength 
of the material and thus cause plastic deformations, occurrence of residual stresses in material or eventually 
steel hardening. A possible variant how to ensure a more even distribution of the contact stress is a structural 
change in the shape of the axial cross-section of the roller crown. This is one of the reasons for the practical 
application of the roller with convex segments of the crown while the middle section of the crown being 
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cylindrical, see Fig. 4. The characteristic dimensions of such a roller are diameter 𝐷, width 𝑙, radius 𝑅  
of the crown convex part, width 𝑤 of the convex part and radius 𝑟 of edge rounding. The optimization 
parameters of such a crown profile are the radius 𝑅 of the convex region and its width 𝑤. The entire 
optimization of the crown profile is carried out in order to distribute the contact stress as evenly as possible 
with the largest possible load generated by the effects of the force 𝑁. 

 
Fig. 4: Stress distribution in general kinematic pair. 

3. Conclusions 

In the case of an indexing drive of KP series, a conical polygonal connection was used to mount  
the conjugate cams on the camshaft and the lever discs on the lever shaft. In the case of this type of 
connection, the exact position of the cams on the camshaft is ensured. The profile of the connection formed 
by the conical polygon has very low, even negligible notch effects, this means a significant increase in the 
fatigue strength of the respective connection. These connections are used to transmit large, variable  
and shock torques. Patent CZ 306709 protects this arrangement of the cams on the camshaft and lever discs 
on the lever shaft. 

The rollers have an optimized shape, thanks to which the service life of the indexing gearbox is extended. 
This is because there is no increase in the values of the contact stresses in critical regions when the cam  
and roller are in contact. 

Another result of the development is the use of modern technologies from the areas of coating. Parts that 
form sliding pairs are coated, and another solution would be technologically too demanding, i.e. rollers  
and pins on which the rollers are sliding seated. In the case of rollers, this is the surface that is in contact 
with the cams. The coated pins allow clean sliding of the rollers. Coatings extend the lifetime of the sliding 
and rolling surfaces and help reduce the required power consumption while simultaneously increasing 
performance. Coatings are generally used to improve hardness, wear resistance and oxidation of contact 
surfaces. 
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Abstract: One of the current and widely used non-destructive testing methods for monitoring and determining 
the elastic properties of materials is indentation. For interpretation of the test results, a non-trivial task  
of constructing an adequate mathematical model of the indentation process arises. In numerous cases, 
analytical formulas are used that are obtained from an elastic linear formulation of problems on the 
indentation of a non-deformable punch into a homogeneous elastic half-space. Currently, the numerical 
formulation of the problem makes it possible to obtain and use a numerical solution obtained taking into 
account the complete plastic nonlinear behavior of the material. In this work, a study of contact problems  
on the introduction of a spherical and conical indenter into an elastoplastic homogeneous half-space was 
carried out. To verify the numerical solution, the problem of introducing a spherical and conical indenter into 
an elastic homogeneous half-space was also solved and compared with known analytical solutions. Issues  
of convergence and tuning of numerical methods, the influence of plasticity and the applicability of analytical 
solutions were explored. Problems were solved numerically using the finite element method in the Ansys 
Mechanical software package. 

Keywords:  Continuous contact, contact mechanic, contact problem, indentation, conical indenter, 
spherical indenter, finite element method. 

1. Introduction 

Indentation is used for non-destructive testing of materials and obtaining mechanical characteristics 
(Bulychev and Alekhin, 1990; Golovin, 2009): hardness, elastic properties of bulk materials and coatings, 
etc. The essence of the method is to press a more rigid punch, called indenter (usually made of diamond  
or hard alloys) into the surface of the test sample and obtain diagrams of force depending on the indentation 
depth on a nanometer scale. The elastic properties of materials and coatings under study are determined 
from the analysis of the force-displacement diagram at the unloading stage. The Field-Swain (spherical 
indenter) (Field and Swain, 1993) and Oliver-Pharr (Berkovich indenter) (Pharr and Oliver, 1992) methods 
are based on solutions to contact problems of theory of elasticity for spherical and parabolic punches (Hertz, 
1881; Johnson, 1989). In (El-Sherbiney and Halling, 1996; Sadyrin et al., 2020 and Vasiliev et al., 2020), 
approximate analytical solutions of axisymmetric contact problems on indentation of a spherical, conical 
and cylindrical punch into an elastic half-space with a functionally graded coating were constructed. 

2. Methods 

The hypothesis of small indenter movements used in the presented works imposes serious restrictions on 
the use of analytical applied formulas, since even a small indenter displacement causes the development of 
plastic deformations. The indentation force and contact area differ significantly from the analytical results. 
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The present paper examines the problems of indentation of spherical and conical indenters into  
an elastoplastic half-space, in a static axisymmetric statement. To implement plastic deformation, a bilinear 
material model with an elastic modulus (Young’s modulus) and a tangential elastic modulus was used.  
The indenter is made of elastic diamond. The half-space is made of aluminum. The Young's modules of the 
indenter and half-space material were 1 000 GPa and 70 GPa, respectively. The yield strength and tangential 
elastic modulus for the bilinear half-space material were 0.28 GPa and 0.5 GPa, respectively. 

Contact problems are nonlinear problems due to the changing status of the contact and the stiffness matrix, 
and require special attention to the accuracy and convergence of the solution. Below are the settings of the 
numerical methods used in the Ansys finite element analysis package and applied in this calculation. 

To implement the contact problem, the “Augmented Lagrange” contact algorithm was used. This is 
a modified contact algorithm of the common “Pure Penalty” method (“penalty function method”), 
characterized by the presence of an additional term λ in the expression of the contact force: 

 𝐹 = 𝑘 ∙ 𝑥 + 𝜆, (1) 

The value of the contact stiffness 𝑘 has a major influence on accuracy and convergence. A large value  
of stiffness provides high accuracy, but degrades convergence and vice versa. Using the additional term λ 
allows one to reduce the sensitivity of the algorithm to the contact stiffness 𝑘, and allows one to obtain 
acceptable results with the value 𝑘 = 1, but also requires a larger number of iterations. To “recognize” 
contacts, the “Gauss point detection” method was used, in which additional points were added on the edges 
of the elements. To improve convergence, “Normal from Contact” recognition was used with an increase 
in the number of calculations. 

In the present work, to construct a finite element mesh, an 8-node element PLANE183 was used - a high-
order element with intermediate nodes. In the area of contacts, the meshes were refined. For indenters,  
a larger mesh was used. In this case, the reference parameters, relative to which the mesh dimension  
and linear dimensions of the half-space should be set, are the contact area (indentation depth). Thus,  
the used partition, for example, in the elastic problem provided about 30 elements in the contact area  
for a spherical indenter, and 10 elements for a conical one. 

For the problem of a spherical punch indentation, refinement of the mesh will obviously lead to more 
accurate results, and the problem will converge. For the cone indentation problem, setting up the mesh was 
a much more difficult task because a singularity was formed at the center of the cone. In other words, 
refinement of the mesh in the center of the cone lead to a direct increase in stress and divergence of the 
problem. Also, for the problem with a conical indenter, the shape of the elements in the center of the contact 
was quite important - the shape and size of the elements should have provided greater deformation  
and prevented the cells from “collapsing”. One way to deal with numerical singularity is to create a 
rounding at the tip of the cone, or to use plasticity models. 

For contact surfaces, elements such as CONTA172 and TARGE169 were used with automatic recognition 
and limitation of the contact area. Moreover, since the indenter rigidity was several times greater than  
the rigidity of the indented material, the TARGE169 elements were applied specifically to the indenter. 
Ansys also allows one to take into account geometric nonlinearity for large deformations by including  
in the calculation the nonlinear strain tensor 𝜺(𝑥, 𝑦, 𝑧) with respect to the derivative displacements 
𝒖ᇱ(𝑥, 𝑦, 𝑧) (“Large deflection”). Thus, in contrast to analytical theories, where only contact nonlinearity 
was taken into account under the hypothesis of small deformations, we were able to numerically realize  
all three types of nonlinearity: contact, geometric (large deformations) and physical (plasticity) ones. 

Analytical results for comparison were taken from the well-known formulas (2)–(8) for the indentation  
of rigid punches (Johnson, 1989):  

 𝑎௦ = (𝑅𝑑)
భ

మ, (2) 
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To take into account the rigidity of a diamond spherical indenter in expressions (2)–(8) for effective rigidity 
𝐸∗, the following formula was used: 

 
ଵ

ா∗    =
ଵିఔభ

మ

ாభ
+

ଵିఔమ
మ

ாమ
. (9) 

Here a is the contact radius, 𝒅 is the indentation depth, 𝝋 is the angle between the horizontal and lateral 
planes of the cone, 𝒓 is the vertical coordinate, 𝑬𝟏, 𝑬𝟐  and 𝝂𝟏, 𝝂𝟐  are Young’s moduli and Poisson’s ratios 
of the indenter and half-space, respectively, 𝑭 is the vertical force, 𝒑 – pressure in the contact area. 
The indices s and c here and below in the graphs indicate membership in a sphere and a cone, respectively. 
The error increased with increasing deformation and for maximum values was about 2 % for the vertical 
force. 

3. Results 

Figs. 1 and 2 show the results for spherical and conical indentation into an elastic aluminum half-space.  
It is worth noting that these loads for the elastic problem significantly exceed the permissible ones in terms 
of the yield strength and were considered as model problems for comparing models. Within the limits of 
elastic deformations, the error in the numerical results was less than 0.1 %. When solving an elastoplastic 
problem numerically, we observed linear unloading area, which was used for estimation of Young’s 
modulus using non-destructive testing methods (nanoindentation). 

 
Fig. 1: Vertical force from displacement for a spherical indenter d. 
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Fig. 2: Vertical force from displacement for a conical indenter d. 

4.  Conclusions  

The contact area for the elastic model and the elastoplastic model was demonstrated to be significantly 
different. During plasticity stage, the material was “squeezed out” from under the indenters  
and significantly increased the contact area. For a spherical indenter for maximum displacement,  
the difference in contact radius was about 30 %, for a conical indenter – 45 %. In general, the use of an 
elastic model can serve as a model problem for verification and calibration of numerical methods. However, 
for large deformations, it is recommended to use an elastoplastic deformation model, and also a nonlinear 
strain tensor model (large deformation model). These studies can effectively be used to evaluate  
the accuracy and analysis of models used in identifying the properties of graded, multilayer and coated 
materials. 
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Abstract: After shutdown, the gas turbine rotor system cooling primarily through natural convection and 
radiation. It is presenting a common engineering challenge prevalent across various applications. In power 
engineering, this phenomenon has long been acknowledged and addressed through gradual startup and 
shutdown procedures of the rotor system. However, within the aircraft engine domain, this issue is more 
necessary due to the variable operating conditions and temperatures changes by flight modes or engine 
shutdown events. Moreover, engine aftercooling proves particularly arduous owing to the intricate geometry 
and equipment constraints. This paper delves into the application of a developed Finite Element Method (FEM) 
tool for predicting rotor thermal bow induced by temperature discrepancies between the upper and lower sides 
of the rotor. The paper meticulously elucidates the mathematical model of the FEM tool and expounds upon 
the calculation methodology for rotor deflection based on the selected geometry. 

Keywords:  Rotor thermal bow, natural convection, gas turbine engine, 3D FEM. 

1. Introduction 

The operational temperature, trend monitoring, and control system of parts and components have  
a substantial impact on their reliability and lifespan across various industries. This impact is particularly 
pronounced in aviation, where it directly influences flight safety. The temperatures of aircraft engines, such 
as turboprop engines, and their adjacent components are influenced by internal engine mechanisms 
(compressor, combustion chamber, turbine) as well as 
external devices within the nacelle that dissipate heat. This 
paper discusses the prediction of rotor bow resulting from 
non-uniform temperature distribution in turbine engines. 
Previous studies by Pařez et al. (2022a, 2021) have addressed 
the issue of heat transfer during engine cooling via natural 
convection and radiation. While initial studies utilized a 1D 
Finite Element Method (FEM) solver (Pařez et al., 2022b), it 
was insufficient for comprehensive rotor system analysis, 
leading to the development of a 2D FEM solver (Pařez et al., 
2022c). However, relying solely on a 2D solver does not 
accurately represent the real 3D geometry and physical 
principles, necessitating the development of a complete 3D 
FEM solver to accurately model temperature distribution and 
strain. 
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Fig. 1: Effect of “rotor thermal bow”. 
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Research on understanding thermal bow in turbomachinery has been conducted by Deepthikumar et al. 
(2014), while Yuan et al. (2009) employed Computational Fluid Dynamics (CFD) to model thermal bow 
resulting from convective airflow within compressor shafts. Marinescu and Ehrsam (2012) conducted  
a similar analysis on a steam turbine, highlighting the significant cooling time required. Due to 
computational complexity, they initially worked with a 2D simulation and adjusted the results to account 
for 3D effects. Pennacchi and Vania (2004) focused on model-based diagnostic techniques to detect thermal 
sag in generators, while Penara et al. (2015) studied the numerical determination of temperature distribution 
dependence on rotor vibration stability. Although literature touches on aeronautical applications,  
the presence of thermal bow in aircraft gas turbines is marginally discussed, including in works  
by Deepthikumar et al. (2014) and recent studies by Smith and Neely (2013) on aircraft engine compressors, 
which also delved into rotor dynamics and vibration. 

2. Mathematical method 

The Finite Element Method (FEM) solver operates through a series of Matlab scripts. The control script 
systematically executes various stages of the calculation process. Initially, input data regarding  
the computational mesh geometry, material properties, physical characteristics, and boundary conditions 
for temperatures and node supports are gathered. Based on this information, the computational mesh is 
generated. Subsequently, a calculation scope is determined, encompassing tasks such as temperature 
distribution, structural analysis, or dynamic property assessment. 

The generation of the computational node mesh commences by discretizing the rotating component, 
adhering to specified node counts along the circumference and radial layers. Within this mesh,  
the computation domain is delineated based on the rotor system boundaries, with boundary edge points 
being included. This straightforward mesh structure facilitates the calculation of trapezoidal elements. 
These elements, comprising five sets of four points delineating the front, back, and middle planes in a 
counter clockwise orientation, are iteratively created for all relevant points within the calculation domain. 

The calculation first determines the temperature 
distribution in the geometry based on the input 
boundary temperatures. The boundary temperatures 
are entered using a machine learning approach. 
Temperature distributions where non-stationary 
ambient airflow primarily due to natural convection 
affects the surface temperature as shown in Fig. 2. 
Thus, the temperatures are entered by a correlation 
function for specific correlation parameters and 
prescribed to the edge nodes of the geometry in Fig. 3. 

The temperature field and deformations are calculated 
through a multi-step process. Initially, the temperature 
field is computed by constructing a heat conduction 
matrix for sub-elements, which are subsequently 
assembled into a comprehensive matrix incorporating 
the entire geometry and boundary conditions. Solving 
this matrix yields the temperature distribution for each 
node within the mesh. Once the temperature field distribution is established, a stiffness matrix is similarly 
constructed for the entire geometry, comprising the sub-elements. The displacement of each node within 
the computational mesh is determined by solving this stiffness matrix. The entire calculation process  
is conducted through linear calculations. 

3. Computational model 

The computational model of the rotor system simplifies the geometry into an annular cylindrical shape. The 
3D mesh comprises 9 000 equally spaced elements along the inner radius, with 10 radial layers and 6 axial 
planes. The rotor system is supported by two-bearing supports: one fixed to prevent radial displacement, 
while the other allows axial displacement to compensate for thermal expansion. It's the same with an aircraft 
rotor. The rotor material, conventional steel, is characterized by known properties. The temperature field 

Fig. 2: Temperature distribution in single 
annular for flow path temperature 700 [°C]. 
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distribution is based on measurements obtained from the double annulus under engine cooling conditions 
after-shutdown, with initial values set at 700 °C for edge nodes. This is followed by cooling by natural 
convection. The numerical analysis aims to ascertain the temperature field distribution within the geometry, 
incorporating prescribed boundary conditions at the edges. Additionally, the analysis seeks to determine 
the deformation history and its maximum values, depicted in Fig. 3 below. 

Fig. 3: Machine learning predicted temperatures for edge nodes at time 𝑡 > 0. 

The results from the developed FEM model of the rotor system highlight the significant impact of the non-
uniform temperature field distribution. This is plotted in Figs. 4–7. Effect of asymmetrical deformation of 
upper and lower part leads to deflection in the rotor system, known as Rotor Thermal Bow. 

3.  Conclusions 

The calculation of the rotor system deformation under natural convection conditions using the developed 
finite element model was studied. The mathematical model of the FEM tool and the choice of its meshing 
and creation of computational elements were described. The geometry was simplified into a rotor, and the 
temperature field distribution was calculated based on boundary conditions. Furthermore, the rotor was 
chosen to be supported in two bearings, one allowing axial displacement due to thermal expansion second 
support is fixed. Next, the total deformations were studied. The temperature differences generate  

Fig. 4: Temperature field in time 𝑡ଵ. Fig. 5: Temperature field in time 𝑡ଶ. 

Fig. 7: Temperature field in time 𝑡ସ. Fig. 6: Temperature field in time 𝑡ଷ. 
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an additional deformation which results in the deflection of the whole shaft. The results of the temperature 
field distribution and an indication of the deformation vectors were plotted in the Fig. 8. 

Fig. 8: Deformation for time 𝑡ଶ. 
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Abstract: We have recently developed a model of human ventricular cardiomyocyte incorporating  
the t-tubular and surface submembrane spaces and restricted ion exchange between these spaces and cytosol. 
After incorporating the experimental finding that majority of Na+-Ca2+ exchanger proteins are located at the 
t-tubular membrane of human ventricular cardiomyocytes, we explored the consequences of ion concentration 
changes in the submembrane spaces on the electrophysiological activity of these cells. Consistently with  
the experimental and modelling studies published so far, our model predicts an increased Ca2+ extrusion 
during the action potential. However, our model also predicts a significant reduction of Ca2+ extrusion 
throughout the diastole, which can ultimately lead to an increase of cellular inotropy.  

Keywords:  Human ventricular cardiomyocyte, t-tubules, submembrane spaces, submembrane Ca2+ 

gradient, Na+-Ca2+ exchanger, mathematical model. 

1. Introduction 

In our previous modelling studies, we showed that activity-induced ion concentration changes in t-tubules 
and extracellular clefts of ventricular cardiomyocytes may be large enough to significantly modulate 
membrane ionic currents, cellular electrical activity, and cellular inotropic state (Pásek et al., 2003, 2006, 
2008, 2012; Hrabcová et al., 2013). However, the magnitude and functional consequences of ion 
concentration changes that occur in submembrane spaces at the inner side of ventricular cardiomyocytes 
are still unclear. In 2002, Weber et al. found out that, upon excitation of ventricular cardiomyocyte,  
the transient increase of Ca2+ concentration (so-called Ca2+ transient) in intracellular submembrane spaces 
is substantially higher (>3.2 M in peak value) than that in bulk cytosol (1.2 M). In their novel model  
of rabbit ventricular cardiomyocytes, Shannon et al. (2004) formulated a new submembrane compartment 
allowing proteins on the inner side of the membrane to sense ion concentrations that differ from those  
in the bulk cytosol. They showed that the elevated Ca2+ concentration in the submembrane spaces may 
substantially promote the Ca2+ extrusion from the myocyte via Na+-Ca2+ exchanger. Nevertheless, a deeper 
analysis of the impact of ion concentration changes in the submembrane spaces on action potential (AP) 
and cytosolic Ca2+ transient (CaTc) has not been done yet.  

To fill this gap and translate the impact observed in the animal model to human cardiac electrophysiology, 
we used our recently published model of human ventricular cardiomyocyte (Synková et al., 2021).  
Our simulations revealed that the alterations of ion concentrations in the submembrane spaces may play a 
role in modulating the cellular electrical activity and inotropic state. 
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2. Methods 

The schematic diagram of our model is illustrated in Fig. 1. The t-tubular fractions of ion transporters  
are the same as in the original published model (Synková et al., 2021) except for the t-tubular fraction  
of Na+-Ca2+ exchanger (fNaCa,t) that was increased from 0.56 to either 0.8 or 0.9 to respect the experimental 
finding by Hong et al. (2012) indicating that a great majority of Na+-Ca2+ exchange proteins (roughly  
80–90 %) are located at the t-tubular membrane in human ventricular cells. Our 2021 model already 
included the surface and t-tubular submembrane spaces (see Fig. 1) with time constants controlling the ion 
fluxes between them and the cytosol being ssc = 2.8 ms and stc = 2.7 ms, respectively. To reveal  
the physiological role of these spaces, we compared the simulations on the model with its modified version, 
in which their function was disabled by multiplying the time constants ssc and stc by a factor 10-6. 

The simulations were performed using the computational system MATLAB 7.2 (MathWorks, Natick, MA, 
USA) and the solver for stiff systems ODE-15s. To achieve a dynamic steady-state, the model was paced 
for 600 s of equivalent cell lifetime under all conditions. The standard ion concentrations in the extracellular 
bulk space [Na+]b, [K+]b, and [Ca2+]b were set to 140, 5.4, and 2 mM, respectively. The basic units in which 
the equations were solved were mV for the membrane potential, mA for membrane currents, mM for ion 
concentrations, ml for volumes, and s for the time. The Matlab code of the model is available  
at https://www.it.cas.cz/en/d3/l033/. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Fig. 1: Schematic diagram of the model of human ventricular cell.  

Description of electrical activity of the surface (s) and t-tubular (t) membranes comprises formulations 
of the following ion currents: fast sodium current (INa), persistent sodium current (INaps), L-type calcium 

current (ICaL), transient outward potassium current (IKto), rapid and slow components of delayed 
rectifier potassium current (IKr and IKs), inward rectifying potassium current (IK1), background currents 
(Ib), sodium-activated potassium current (IK(Na)), calcium-activated non-specific current (Ins(Ca)), sodium-

calcium exchange current (INaCa), sodium-potassium pump current (INaK), and calcium pump current 
(IpCa). The intracellular space contains the cytosolic space (c), surface and t-tubular submembrane 

spaces (ss, st), surface and t-tubular dyadic spaces (ds, dt), and network and junctional compartments  
of sarcoplasmic reticulum (NSR, JSRs, JSRt). Jup represents Ca2+ flow via SR Ca2+ pump and the small 

filled rectangles in JSR membrane ryanodine receptors. The small black and grey bi-directional arrows 
denote intracellular ion diffusion. Ion diffusion between the t-tubular and cleft spaces is represented  

by the dashed arrow, and between the cleft and external bulk spaces by the thick white arrows. 
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3. Results 

Fig. 2 shows the simulated time course of APs, ICa, INaCa, Ins(Ca) and Ca2+ concentrations in NSR, surface  
and t-tubular submembrane spaces and cytosol in the original model versus the model with disabled 
function of both submembrane spaces. As follows from the figure, the presence of functional submembrane 
spaces led to a substantial increase of Ca2+ transients in these spaces (see the increase of amplitude  
in [Ca2+]ss and [Ca2+]st) and, consequently, to the activation of inward INaCa and of Ins(Ca) at the beginning  
of AP. The activation of Ins(Ca) resulted in AP shortening (by 5.3 % at 90 % of repolarisation) and, 
consequently, to a slight decrease of Ca2+ intake via ICa (by 3.1 %). Despite that, the steady-state SR Ca2+ 
load at the end of the cycle and the peak value of CaTc increased (by 11–16 % and 5.3–8.7 %, respectively, 
see the graphs of [Ca2+]NSR and [Ca2+]c), which was the consequence of a lower inward INaCa during the 
diastolic phase of the stimulation cycle (see the less negative values of INaCa after the termination of AP). 
Hence, the performed simulations show that the limited Ca2+ diffusion between the submembrane spaces 
and cytosol in human ventricular cardiomyocytes underlies the substantially higher transient changes  
in [Ca2+]st and [Ca2+]ss versus those in [Ca2+]c, which promote the higher INaCa-mediated Ca2+ extrusion  
at the beginning of AP. On the other hand, after the termination of AP, the limited submembrane Ca2+ 
diffusion coupled with a high fNaCa,t (0.8 or 0.9)  reduces  the level of  [Ca2+]st   

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 2: Simulations of the action potential, ICa, INaCa, Ins(Ca), and of Ca2+ concentration changes in the 
network compartment of SR ([Ca2+]NSR), submembrane spaces (surface: [Ca2+]ss, t-tubular: [Ca2+]st),  

and in the cytosol ([Ca2+]c) during 0.5 s of 1 Hz steady-state stimulation cycle at fNaCa,t of 0.8 (green line) 
and 0.9 (black line) and at disabled function of the t-tubular and surface submembrane spaces  

(red line).The disablement of the function of both submembrane spaces was done by multiplying  
the corresponding time constants controlling the Ca2+ fluxes between them and cytosol, ssc and stc,  

by 10-6. The insets represent the intracellular Ca2+ concentrations [Ca2+]ss, [Ca2+]st, and [Ca2+]c  
at the end of the stimulation cycle. 
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(see the inset to [Ca2+]st in Fig. 2) and, thus, the Ca2+ extrusion via INaCa,t. As the reduction of Ca2+ extrusion 
during the diastolic phase prevailed over its increase at the beginning of AP, the final effect of the changes 
in [Ca2+]st, as predicted by the model, was the increase of SR Ca2+ load and of the peak value of CaTc  
(by 5–9 %) and, thus, the increase of cellular inotropy. Unlike for [Ca2+], the differences between 
submembrane and cytosolic [Na+] and [K+] during the whole cycle were small (< 2 % and 0.1 %, 
respectively, not shown) and appeared to have a negligible effect on cellular electrophysiology. 

4. Discussion  

The results of this study indicate that the ion concentration changes in the limited submembrane spaces  
of human ventricular cardiomyocytes induce a shortening of AP and an increase of CaTc. While the 
shortening of AP was mainly caused by the activation of Ins(Ca) due to the higher submembrane Ca2+ 
transients, the mechanism of the increase of CaTc was more complex. First, an increased Ca2+ extrusion via 
the Na+-Ca2+ exchanger was apparent in our model in agreement with the published data from rabbit 
cardiomyocytes (Weber et al., 2002, Shannon et al., 2004). This was due to strong submembrane Ca2+ 
concentration gradients induced by Ca2+ induced Ca2+ release from the junctional SR at the beginning  
of the simulated AP. Second, after the termination of AP, the lower concentration of Ca2+ in the t-tubular 
submembrane space caused a reduction of Ca2+

 extrusion via the Na+-Ca2+ exchanger. This opposite effect 
during the diastolic phase of the stimulation cycle ultimately led to an increase of SR Ca2+ load and CaTc. 
Thus, according to the model, the combination of limited Ca2+ diffusion between the t-tubular submembrane 
space and cytosol with predominant localisation of the Na+-Ca2+ exchanger at the t-tubules underlies  
the formation of submembrane Ca2+ concentration gradient that increase the inotropic state of human 
ventricular cardiomyocytes.  
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FROM THE RESERVOIR 
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Abstract: Application of the vibration effects for effective preparation of a low-permeability coal seam is 
a promising process, which requires to be continuously improved. The main difficulty of the theoretical 
research in this area is that the coal seams are very diverse in their properties and represent complex 
environment. During the vibration action, their volume and filtration characteristics change, which leads to 
the change of the massif structure and amount of the pore-crack space in the coal. This effect can be controlled.  

Keywords:  Coal mass, vibration impact, permeability, methane, impact array, microcracks. 

1. Introduction 

Destabilization of a coal massif caused by vibration of the formation is highly sensitive to changes  
of external factors (Asomov, 1960). Control of the process parameters is crucial for increasing methane 
recovery from the reservoir. The discussed method estimates spatial variability of the vibration  
and identification of the directional variability of the coal massif properties. A great interest in technologies 
for increasing fracturing in the coal massif has formed the research direction. 

Considering this effect, it is possible to choose a proper frequency and amplitude of the vibration process 
acting on the formation, which leads to the growth of cracks in low-permeability coal (Jia et al., 2012). 
Despite a large amount of experimental information, the degree of susceptibility of the coal massif  
to changes of the vibration parameters and the wave propagation in the coal seam remains poorly 
understood (Pavlenko, 2022). The phenomena occurring both in pores and in micropores of a low-
permeable coal massif have not been sufficiently studied by experimental methods, yet. At the same time, 
it is necessary to pay a special attention to the problematic areas of the coal deposits in promising fields 
considering the technical possibilities. 

2. Technological solution 

The research focuses on the mechanism of vibration action at frequencies that induce resonance in the coal 
seam and ensure creation of the most favorable conditions for emerging new crack systems, which makes 
the stable methane recovery from the coal massif possible. Accomplishing the process requires to build up 
the proper organizational procedures.  

The procedure concerning increase of methane recovery from a low-permeability coal massif consists  
in a sequence of technological solutions and means with the goal to ensure maximum purposefulness and 
effectiveness of the process. The key factor, which follows preparation of the coal seam for safe and 
effective exploitation, is the type of management activity reflecting a set of priorities playing the role  
in formation of the impact on a low-permeable gas-saturated coal massif. Next, using vibration of the low 
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frequency range is investigated. Organization of the management decisions is determined primarily 
depending on geological conditions of the underlying reservoir and on the vibration parameters, which are 
also important. 

Initially, the experimental studies of the vibration effect on the K-2 gas-bearing coal seam of the Victoria 
mine in Donbass were carried out using the underground vibration wells in the frequency range from  
1 to 100 Hz. The resonant frequencies, at which the maximum cracking and gas release from the coal massif 
was observed, were determined to 7–14 Hz.  

Fracturing and gas permeability of a coal massif are characterized by two different states. It was found that 
the response of the coal massif on the vibration action is appearance of new cracks and their branching 
in the form of the blocks (Fig. 1). 

Fig. 1: Nature of changes in the gaping of microcracks of the K-2 formation of the Victoria mine  
in Donbass from the length of the hole during vibration. 

The conducted studies in the field of the Victoria mine in Donbass were aimed at investigation of the nature 
and rate of the gas recovery during the transition from the zones without and with the vibration treatment.  

The results show a clear difference in the process rate if the new system of cracks appears. The study shows 
that the vibration effect increases diffusion and filtration permeability of the formation by 3–5 times and the 
degree of permeability and softening of the array rises as well as the gas-releasing capacity. It leads to the 
conclusion that the new crack systems in the impact zone allow methane to be more intensively drained 
from the coal bed and ensure successful degassing of the treatment site (Fig. 2). The study also confirms 
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the assumption that it is possible to achieve a directional change of the coal seam properties (e.g. the massif 
permeability) leading to increase of the gas recovery.  

Fig. 2: The rate of gas recovery of the K-2 formation into the holes in the vibration area. 

Further research is required in the field of the vibration technology. The study will focus on application of 
hydraulic vibrators (Fig. 3) whose principle of work is based on generation of pressure fluctuations that 
propagate in porous medium filled with liquid and lead to occurrence of new systems of cracks  
and microcracks in the coal massif and to destruction of its spatial structure. The working fluid makes 
the vibrator barrel to rotate providing the pulse frequency from 10 to 150 Hz and the pressure amplitude 
from 1 to 10 MPa. The cone reflector focuses the generated pulse, which increases impact of the transmitted 
energy on the formation. 
 

 

 

 

 

Fig. 3: Hydraulic vibrator in a coal seam. 

The fluctuations of the pressure generated by vibrators spreading in the porous medium and fluid reservoirs 
give rise to new systems of cracks and microcracks in the coal massif and to destruction of its the spatial 
structure. The mobility of the water-methane interface increases, the surface tension of the liquid  
at the boundary with the solid surface decreases, and the rate of capillary impregnation of water in the coal 
structure rises. The pressure fluctuations in the flooded reservoir contribute to intensification of the coal 
impregnation processes, which leads to increase of the absorption capacity of the hydraulic injection wells 
and to appearance of a new crack system.  

The technological scheme of the vibration device in a coal massif intended for experiments corresponding 
to the technological solutions for preparing a gas-bearing coal massif for intensive mining is shown  
in Fig. 4.  

On one hand, the vibration, which is a part of the destabilization process of the coal massif, is affected by 
external conditions and factors.  On the other hand, the methane release from the coal seam has its own 
dynamics, which provides different possibilities for maintaining stability of the process.  

The scientific concept of destabilization in the coal-methane system consists in action of external active 
factors, namely vibration.  

At the same time, the vibration effect of the coal massif is induced both through the surface and underground 
wells, which influences the process of intensification of the methane recovery. These vibration effects  
are going to be considered in the next stage of the study related to increasing permeability under the 
influence of the vibration sources. 
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Fig. 4: Scheme of vibration action on the coal seam through underground wells: 

1 - vibration oscillator; 2 - degassing pipeline from degassing wells; 3 - vibration wells;  
4 - comparison zones (length 300–400 m); 5 - vibration treatment zones of coal seam;  

6 - formation degassing wells; 7 - mounting chamber 10–20 m long. 

According to the results of the field studies conducted in the mine field, the vibration method is an effective 
one of exposure. It leads to increase of the methane recovery in the zone of fractured coal forming a block 
of massif of low-permeability coal seam. The excavation is done at certain frequencies close to the formation 
resonant ones. If the natural frequency of the coal-liquid system coincides with the frequency of the field 
vibration, then the resonance occurs, and the energy of vibration is transformed to kinetic energy  
of the liquid in the formation, which leads to development of cracks. 

3. Conclusions and discussion 

The paper examines patterns of fracturing under vibro-wave action in conditions of heterogeneous state of 
stress of a coal seam before formation of the additional crack systems during in advanced prepared coal 
massif. From a scientific point of view, it is important to understand why the penetration of the pressure 
waves into the coal seam leads to increase and intensification of the methane recovery from the coal mass. 
A vibration method is proposed to ensure structural disruption and formation of additional systems  
of gas-conducting cracks in a coal seam. Its efficiency depends on the vibration frequency, considering the 
resonant ones of the array of fractured blocks. This predicts intensity of methane extraction from coal.  

The specified method increases impact on the formation, which depends on the power of the used vibration 
source. The further development of the vibration method leads to increase of its efficiency in the field  
of degassing. The process does not depend only on the intensification factors, but also on meeting  
the requirements of the correct choice of active exposure technology. The process of increasing magnitude 
and number of the crack openings during the vibration is achieved not only by the frequency of exposure, 
but also by the time of action on the coal massif. This is utilized in the pore space. 

It should be noted that in this case the wave pulse completely produced by the vibratory device causes 
changes in the coal massif. Consequently, the vibration in the coal seam causes changes in the stress-strain 
state of the array, which has additional effect on the permeability and porosity of the array. 
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Abstract: Understanding blood flow dynamics within the intricate network of blood vessels is crucial for 
advancing medical diagnostics and interventions. Computational methods, particularly Computational Fluid 
Dynamics (CFD), have emerged as powerful tools for studying blood flow behavior, offering invaluable 
insights into hemodynamic parameters and various physiological conditions. However, the utility of 
computational simulations in clinical decision-making relies on their accuracy and reliability, necessitating 
rigorous validation. In this paper, we describe a method of validating shear stress simulation on blood vessel 
walls by comparing it with a physical erosive model. The parametric arterial model was created in ANSYS, 
using morphometric parameters obtained from Murray's law. The model was simulated with non-Newtonian 
blood properties and a constant velocity. A physical model was created using 3D printing and tested under 
similar flow conditions. Results show agreement between simulated and physical models, confirming the 
efficacy of computational simulations in understanding vascular physiology and pathology. This underscores 
the need for continued validation and refinement to maximize their clinical utility.  

Keywords:  Computational Fluid Dynamics (CFD), wall Shear Stress (WSS), validation, artery, blood 
flow. 

1. Introduction 

Understanding blood flow dynamics within the intricate network of blood vessels is crucial for advancing 
medical diagnostics and interventions (Nichols et al., 2012). Over the years, computational methods, 
particularly Computational Fluid Dynamics (CFD), have emerged as powerful tools for studying blood 
flow behavior. These methods offer invaluable insights into the hemodynamic parameters governing blood 
flow, providing a deeper understanding of various physiological and pathological conditions. By virtually 
replicating the complex fluid dynamics within blood vessels, CFD facilitates the exploration of flow 
patterns, shear stresses, and pressure distributions, offering predictive capabilities for assessing vascular 
pathologies such as atherosclerosis, aneurysms, and thrombosis. However, while computational simulations 
hold immense promise, their utility in clinical decision-making hinges upon their accuracy and reliability. 
As such, the validation of these simulations becomes paramount. Validating CFD models involves 
comparing simulated results with empirical data obtained from in vivo or in vitro experiments, ensuring 
that the computational predictions align with real-world observations. Furthermore, the development of 
physiologically accurate models is essential for bolstering the credibility of CFD simulations. Incorporating 
realistic anatomical geometries, tissue properties, and boundary conditions into these models is imperative 
to mimic physiological conditions faithfully. Additionally, refining computational algorithms to accurately 
capture fluid-structure interactions and biological phenomena further enhances the fidelity of simulations. 
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In this paper, we will describe a simple method of validating the simulation of shear stress acting on the 
walls of blood vessels by comparing it with a simple physical erosive model developed by us. Through this 
discussion, we aim to underscore the key role of computational simulations in deepening our understanding 
of vascular physiology and pathology, while simultaneously emphasizing the critical need for rigorous 
validation and refinement of simulation models to maximize their utility in clinical practice. 

2. Methods 

The analysis was performed on parametric arterial model created in ANSYS environment. Morphometric 
parameters were obtained using the Murray's law (1), which tells about maintaining the lowest possible 
energy during flow. This law refers to both the division of angles and the radii of individual inlet r0  
and outlets r1, r2.  

 r0
n = r1

n + r2
n (1) 

The flow is most energy-efficient when given exponent n is 3 (Murray, 1926). 

Having the arterial morphometric data, the parametric model was modelled in ANSYS Design Modeler 
software. Boundary conditions, as well as parameters of the inflationary layer was setted. The inflationary 
layer consists of six layers (0.0075 mm high). Properties of the artificial blood to be simulated as non-
newtonian liquid (Bird-Carreau Model, Bird et al., 1987), with molar mass: 18.02 kg/kmol, density:  
1 050 kg/m3, thermal capacity: 4 181.7 J/kg.K and viscosity: 0.0035 Pa.s. In the simulations the constant 
blood velocity Vs = 0.45 m/s was used. The model prepared in this way was simulated. The optimal 
bifurcation angle calculated in the previous simulations was used (Wolański et al., 2018). 

The physical model of the vessel was created using the 3D printing technique FDM with the Czech company 
Prusa's i3 MK3 printer. ABS material was used for the inner mold with standard printing parameters 
(0.4 mm nozzle, hotend temperature – 225 °C, hotbed temperature – 90 °C). The printed mold was then 
coated externally with transparent chemically-cured epoxy resin. After the resin cured, the inner mold was 
dissolved using acetone. The next step involved applying a thin layer (0.1−0.2 mm) of water-soluble 
poly(vinyl alcohol) plastic on the inner walls of the vessel model with bifurcation. The vessel was then 
subjected to a circulation loop simulating flow conditions similar to those in the aforementioned simulation 
in the ANSYS environment. 

3. Results 

The simulation result of Wall Shear Stress (WSS) values is illustrated in Fig. 1, while the simulation result 
using the physical method is shown in Fig. 2.  

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 1: WSS simulated in silico. 
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Fig. 2: Effect of physical simulation. 

It can be clearly observed that in the areas where the numerical method predicts the highest WSS values, 
the water-soluble material in the physical model undergoes the fastest dissolution, indirectly confirming 
the actual highest WSS values at those points (Fig. 3). 

The experiment's outcome appears to confirm the convergence of the effects of computer-based simulations 
(in silico) with simulations utilizing real physical effects in the real world. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 3: Comparison effect of in silico and physical simulation results. 
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4.  Conclusions 

The presented physical method has demonstrated its efficacy in facilitating rapid validation of computer 
simulations of blood flow through bifurcated blood vessels. This approach ensures a robust comparison 
between simulated and observed phenomena, enhancing the accuracy and reliability of computational 
models in biomedical research and clinical applications. The ability to validate computational simulations 
with experimental data strengthens confidence in their predictive capabilities and fosters advancements in 
understanding complex physiological processes, ultimately benefiting medical diagnostics and treatment 
strategies. 
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Abstract: Hydrodynamic lubrication is an effective method for connecting various relatively moving structural 
components in engines, rotors, manipulators, and other systems. Surface texturing can enhance the 
performance of such contacts. Initially, a theoretical framework for modeling textured surfaces of journal 
bearings is introduced, which is then employed to analyze the dynamic behavior of rotors. Additionally, a pin-
on-disc approach for determining the properties of a lubricated textured surface is presented. The objective of 
utilizing the pin-on-disc method is to enhance computational models of lubricated textured pins by comparing 
experimental measurements with numerical simulation results. The knowledge gained can be applied to 
optimize parameters in computational models of hydrodynamic contact for textured surfaces in various 
applications, such as the model presented for journal bearings. 

Keywords:  Hydrodynamic lubrication, textured surface, journal bearing, pin-on-disc method. 

1. Introduction 

Hydrodynamic sliding contacts are often found in various mechanical components. These are, for example, 
journal and thrust bearings, piston rings, and thrust washers and seals. Low friction, high load-carrying 
capacity, and long service life are the main goals in developing these contacts. One of the most important 
directions of development is surface texturing. 

A large number of studies have been written and have reported a positive contribution of surface texturing 
since the 1960s when the first evidence of positive effect was found by Hamilton et al. (1966). There are 
various positive contributions of targeted surface modifications. Generally speaking, it is believed that 
surface dimples can help to supply the contact with lubricant, entrap wear particles, and reduce the direct 
contact area and level of adhesion. In a hydrodynamic regime, dimples can increase load-carrying capacity 
thanks to local cavitation with asymmetric pressure distribution or inertia-related effects (Gropper et al., 
2012; Lu and Wood, 2020). 

As indicated, surface texturing is one important approach to improving the tribological performance  
of hydrodynamic contacts. A certain problem is that the effect of the texture strongly depends on a large 
number of contacts and operating parameters concerning the mode in which the lubricated contact works. 
There is also texture coupling to wall slip, cavitation, thermal effects, etc. It should be noted that a positive 
effect under certain conditions can therefore become detrimental under other conditions. 

Based on the comparison of experimental and simulation results in the field of textured journal bearings 
(which we mainly focus on), despite the careful construction of computational models, discrepancies appear 
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in the results achieved. The differences arise from the complex interplay of the above-mentioned influences 
on the behavior of the hydrodynamic contact. Legitimate doubts may arise regarding the quantitative 
experimental reproducibility of published theoretical work on fluid-induced instability, indicating the need 
for further research in this field. Some of the mentioned effects can be experimentally measured and 
computationally modeled on a simpler system than a journal bearing. The experimental laboratory pin-in-
disc method offers a means to explore the tribological properties of textured hydrodynamic contact under 
diverse conditions. The knowledge gained from the modeling of this simpler system can subsequently be 
applied to the modeling of real textured journal bearings. 

A theoretical approach to modeling textured surfaces for the journal bearings case is presented in Chapt. 2 
of this paper. A pin-on-disc method used to determine the effect of different texture configurations on the 
tribological properties of the contact is presented in Chapt. 3. 

2. A theoretical approach to the modeling textured surfaces for the case of journal bearings 

This section presents a model appropriate for simulating the dynamics of a rotor that is supported  
by a textured journal bearing (see Fig. 1). 

 
Fig. 1: The geometry of a journal bearing with a textured shell (taken from Smolík et al., 2023). 

2.1. Equations of motion 

It will be assumed that the mass 𝑚 of the rotor is supported by a journal bearing rotating at an angular speed 
𝜔. The rotor is subjected to hydrodynamic forces, out-of-balance forces, and gravitational force.  
The motion of the rotor can be expressed, for instance, as shown by Smolík et al. (2023), by the equations 

 ቂ
𝑚 0
0 𝑚

ቃ 
�̈�(𝑡)
�̈�(𝑡)

൨ + 
𝑘௦ 0
0 𝑘௦

൨ 
𝑦(𝑡)
𝑧(𝑡)

൨ = 
𝑈 cos(𝜔𝑡)

𝑈 sin(𝜔𝑡)
൨ + ቈ

𝐹୦ୢ,௬(�̇�, �̇�, 𝑦, 𝑧)

𝐹୦ୢ,௭(�̇�, �̇�, 𝑦, 𝑧)
 + ቂ

−𝑚𝑔
0

ቃ (1) 

where 𝑘௦ is the artificial stiffness of the system, which includes the stiffness of auxiliary bearings, shaft, 
and shaft coupling to the drive, 𝑈 is the static unbalance of the rotor, 𝑔 is the gravitational acceleration, 
�̈�(𝑡), �̈�(𝑡) are the accelerations in the direction of the respective axes and 𝐹୦ୢ,௬(�̇�, �̇�, 𝑦, 𝑧), 𝐹୦ୢ,௭(�̇�, �̇�, 𝑦, 𝑧) 
are components of the hydrodynamic forces (see Sect. 2.2). 

Equations of motion (1) are the same for rotors with textured and non-textured bearings. The influence  
of the texture is reflected only when hydrodynamic forces are determined (see Sect. 2.2). 

Equations of motion are usually solved by one of the numerical integration methods. 

2.2. Hydrodynamic forces 

The hydrodynamic force acting in the journal bearing is determined by the hydrodynamic pressure  
𝑝 = 𝑝(𝑠, 𝑥, 𝑡) developed within the oil film. The lateral hydrodynamic force acting on the rotor is obtained 
by integrating 𝑝 over the bearing surface 
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/ଶ

ି/ଶ
, (2) 

where 𝑠 and 𝑥 are circumferential and axial coordinates relative to the bearing shell, 𝑟 is the radius of the 
bearing shell and 𝑙 is the length of the bearing (see Fig. 1). 

The most common approaches to simulate hydrodynamic lubrication in textured journal bearings depend 
on a numerical solution of the Reynolds equation (Gropper et al., 2012) which governs the pressure 
distribution 𝑝 = 𝑝(𝑠, 𝑥, 𝑡) in a thin two-dimensional fluid film. The precise formulation of the equation that 
governs the pressure distribution in the oil film relies on simplifying assumptions. In this context, it is 
assumed that the oil film comprises an incompressible Newtonian fluid, laminar flow occurs within  
the film, and only the bearing shell is textured (see Fig. 1). Consequently, the pressure distribution is 
described by the Reynolds equation as outlined by Stachowiak and Batchelor (2013) 
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+ 12

డ

డ௧
, (3) 

where 𝜇 = 𝜇(𝑠, 𝑥, 𝑡) is the dynamic viscosity of the oil and ℎ = ℎ(𝑠, 𝑥, 𝑡) is a gap between the journal  
and the shell, comprising the combination of nominal gap ℎ୬୭୫ = ℎ୬୭୫(𝑠, 𝑡), and local deviation  
∆ℎ = Δℎ(𝑠, 𝑡) caused by surface texture. It is presumed that all dimples are relatively smooth, meaning 
there are no abrupt variations in the bearing gap. If both the journal and the shell are circular, nominal gap 
ℎ୬୭୫ is defined as 

 ℎ୬୭୫ = 𝑐 − 𝑒 cos ቀ
௦


− 𝜙ቁ, (4) 

where 𝑐 is the radial clearance of the bearing, 𝑒 = 𝑒(𝑡) = ඥ𝑦(𝑡)ଶ + 𝑧(𝑡)ଶ is the eccentricity and  

𝜙 = 𝜙(𝑡) = atan2 ቀ
௭(௧)

௬(௧)
ቁ is the attitude angle. 

The Reynolds equation is usually solved by the finite difference method, but the finite element and volume 
methods are also common (Gropper et al., 2012). 

3. Pin-on-disc method 

To understand the local effects of texture on tribological properties, direct experimental observation of the 
contact is invaluable. In recent years, researchers have utilized high-speed cameras to observe cavitation 
phenomena in various surface textures, including a parallel thrust bearing (Cross et al., 2012; Bai et al., 
2016), and in a pin-on-disc setup (Hsu et al., 2014). Optical techniques are also suitable for accurately 
measuring lubricant film thickness. Although these are widely established for lubricant film thickness 
mapping in point contacts (e.g. Křupka and Hartl, 2007), the number of studies applying these methods  
to hydrodynamic contacts is very limited (Vladescu et al., 2015). 

The pin-on-disc experimental arrangement, involving a small pin interfacing with a rotating disc,  
is a prevalent technique employed in tribological investigations. Through this approach, crucial tribological 
parameters such as transmitted forces, oil film height, temperature, etc., can be examined and documented. 
Initially, it is imperative to establish the experiment's configuration accurately to ensure proper 
measurement of all essential variables. Subsequently, the creation, solution, and analysis of an appropriate 
mathematical model constitute the second step. 

An experimental approach developed at the Department of Tribology Brno University of Technology, 
which uses optical methods, was used to study the film thickness, the load-carrying capacity of the contacts, 
and the influence of the various shapes, locations and geometry of texture (in this case the dimples).  
The experimental test rig is presented by Hajžman et al. (2023). 

The mathematical model used for modeling and simulating measurements on the experimental test rig  
is based on the Navier-Stokes equation, and the numerical solution using the finite element method  
is implemented in the COMSOL software. The computational models are refined based on the validation 
of simulation results with the results of experimental measurements. Typical numerical results in the form 
of temperature and pressure fields for one of the textured pins are shown in Fig. 2. 
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Fig. 2: Example of calculated temperature field (left) and pressure distribution (right)  
for the full textured pin with dimples. 

4. Conclusions 

The paper deals with hydrodynamic sliding contact in textured surfaces. Initially, a theoretical framework 
for modeling textured surfaces of journal bearings is introduced, which is then applied to analyze  
the dynamic behavior of rotors. Additionally, a pin-on-disc methodology for assessing the characteristics 
of a lubricated textured surface is presented. By comparing experimental measurements with numerical 
simulation results obtained from the pin-on-disc method, computational models of lubricated textured pins 
are refined. The knowledge gained can be used to enhance parameters in computational models  
of hydrodynamic contact across diverse applications. 
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Abstract: Transmission error (TE), a parameter influencing gears vibration and subsequent noise, is a subject 
addressed in many papers. However, most researchers consider ideal or modified involute while neglecting 
machining errors. This case study extends the author’s previous work (Czakó et al., 2020) by incorporating 
tooth profile errors and investigating their impact on static transmission error (STE). Parametric geometry  
of 2D spur gears, including sine-shaped involute profiles, was generated directly within the Ansys Mechanical 
environment using APDL (Ansys Parametric Design Language), where all finite element analyses (FEA) were 
conducted. Various amplitudes corresponding to ISO 1328-1 accuracy grades 1–8, and wavelengths of sine 
functions modulated onto involutes, were simulated and compared in terms of resulting STE. The results 
underscore the importance of including profile deviations in models, mainly those common in industry, as they 
significantly influence transmission error. 

Keywords:  Static transmission error, machining errors, gears, accuracy grades, finite element analysis. 

1. Introduction 

Demands on transmission systems, especially in the automotive industry, continue to grow in terms  
of vibration and noise. Transmission error is a well-known parameter closely related to the vibration and 
noise of transmission systems (Smith, 2003). Its values and waveforms, depending on the rotation  
of meshing gears, are influenced by many factors, such as time-varying mesh stiffness (TVMS), stiffness 
of adjacent components (bearings, shafts, housing), micro-geometric modifications, damages, and 
lubrication conditions of gear teeth, as well as the presence of assembly and machining errors. Notably, 
deviations from the theoretical shape of the tooth profile/flank have a significant impact on resulting TE as 
they may reach similar values, depending on the machining accuracy grade, as the transmission error itself. 

Kiekbusch et al. (2011) developed 2D and 3D finite element (FE) models of meshing gear pairs using 
APDL scripts. Their model included an adaptive meshing algorithm to refine mesh in contacts zones. 
However, only ideal involute profiles were considered. Lin and He (2017) presented a parametric program 
for creating helical gears with machining errors in Matlab. Both profile and helix errors were generated by 
a model of a cutter tool with error represented by sine functions. They concluded that, compared to ideal 
teeth, both average and peak-to-peak (PTP) TE increased significantly. Liang et al. (2023), who created  
a FE model of a hypoid gear pair to investigate the impact of measured tooth surface errors on TE and 
contact pattern, reached a similar conclusion. Liu et al. (2022) developed a mathematical model for TVMS 
of helical gears with various types of machining errors considering three accuracy grades (4–6) according 
to ISO standard. Similarly, Guo and Fang (2020) analyzed random tooth profile and pitch errors (grades  
5–7) and their influence on vibrational response of meshing helical gears. Hjelm et al. (2021) examined  
at spur gears the relationship between static transmission error (STE), contact pressure, and manufacturing 
tolerances commonly used in the automotive industry (grades 5–8) for spur gears. The results were 
transmission error curves for various combinations of pitch and tooth profile slope errors. 

                                                 
* Bc. Daniel Milan Rackovský: Institute of Automotive Engineering, Brno University of Technology, Technicka 2896/2; 

61669, Brno; CZ, 217568@vutbr.cz 
** Ing. Alexander Czakó: Institute of Automotive Engineering, Brno University of Technology, Technicka 2896/2; 61669, 

Brno; CZ, alexander.czako@vutbr.cz 

246



 

 2 

2. Methods 

2.1. Parametric geometry 

The geometry of the 2D spur gear pair was created using APDL in Ansys Mechanical. The script developed 
for this purpose consisted of input parameters for the gears, equations for macro-geometry, and profile 
errors represented by sine functions. These sine functions were modulated onto the involutes by adding 
them in the normal direction of the involute. Additionally, the root fillet curve was defined by the trochoid 
equation (Mohammed, 2023). The model also allows for the addition of tip chamfer. To ensure transitions 
between curves, the minimum and maximum values of parameters for construction of each curve were 
computed. Other teeth were created by rotating the curves about the gear center. An arbitrary number  
of teeth can be chosen; in this study, it was five on each gear. Using these equations of the curves, 
coordinates of keypoints were determined enabling the creation of closed areas for the gears. Moreover,  
the gears were rotated until the teeth just touched. 

 
Fig. 1: Profile deviations: a) created by keypoints, b) schematic (0 – start, 1 – end of the involute). 

In this study, one set of macro-geometry parameters was considered for further analysis. Specifically, 
normal module of 2.5 mm, number of teeth of 21 and 32, pressure angle of 20 °, addendum coefficient of 
1, tip clearance coefficient of 0.25, working center distance of 66.3 mm, and tip chamfer of 0.3 mm × 45 °. 
The gear pair differed only in micro-geometry – sine wavelength (see Fig. 1b) and PTP amplitude which 
was determined by total profile tolerance in the given grade (see Tab. 1). All teeth of a single gear pair were 
modeled with identical profile deviations. 

Grade 1st 2nd 3rd 4th 5th 6th 7th 8th 

Profile tolerance (total) [µm] 2 2.9 4.1 6 8 12 16 23 

Tab. 1: Profile tolerances (total) for different accuracy grades according to ISO 1328-1. 

2.2. Finite element analysis 

Numerical simulations of the gear engagement were carried out in the same environment as the generation 
of geometry, which is advantageous in terms of shorter preprocessing time. Firstly, the finite element mesh 
was generated based on the keypoints, where the keypoints defined positions of the nodes. The keypoints 
along the involutes and trochoids were offset into the gear to create a layer, which was then meshed by 
square elements PLANE183 (see Fig. 2) considering plane strain. The element size, the distance between 
corresponding keypoints, of these layers was set to be relatively small to capture the curvature precisely. 
Based on the sensitivity study, the element size of 0.05 mm, and layer width of two elements were chosen.  

 

Fig. 2: Finite element mesh of the gears. 

The gears were constrained at their centers, allowing only one rotational degree of freedom about their 
axes. The driven gear was loaded with a moment of 20 N.m, while the driving one was defined to rotate by 
30 °, with an increment of 0.1 °, to capture more than one period of the TE. Surface-to-surface contact 
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between the meshing teeth was ensured by contact elements CONTA172 and TARGE169. The contact 
settings remained consistent throughout all simulations, with the friction coefficient of 0.1, the normal 
contact stiffness factor and penetration tolerance factor of 1. The Augmented Lagrange method was used.  

Based on the results of stress-strain contact analysis (see Fig. 3), the static transmission error was 
subsequently calculated from the definition as follows (Smith, 2003): 

 𝑆𝑇𝐸 = 𝑟ଵ𝜃ଵ − 𝑟ଶ𝜃ଶ  (1) 

where r is pitch circle radius, θ is angular displacement (in radians) of the gear center, and indexes 1 and 2 
refer to the driving and driven gear, respectively. 

 
Fig. 3: Equivalent stress von-Mises in loaded teeth of meshing gears. 

3. Results and discussion – static transmission error 

The resulting graphs of the static transmission error are shown in Fig. 4, where the accuracy grades are 
compared for each number of periods of the sine function. Since spur gears with contact ratio between  
1 and 2 were considered, one and two tooth pairs alternated in the mesh. Observing the graph for the ideal 
involute, higher STE values correspond to the single-pair engagement. Notably, the higher the grade,  
the more pronounced deviations from the ideal involute graph. However, the way the deviations transform 
the ideal involute graphs strongly depends on the sine wavelength. 

 
Fig. 4: STE graphs for various numbers of sine periods and ISO accuracy grades. 
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For the case of 1.5 periods, with the increasing grade, the STE of single-pair engagement decreases while 
that of two-pair engagement increases. This leads in a slight decrease in the PTP-STE up to the grade 6. 
However, beyond this point, the values start to increase rapidly (see Fig. 5 – note that the value of zero 
indicates the ideal involute). As the number of sine periods increases, the waveforms tend to resemble the 
trend of the ideal involute graph. Furthermore, PTP-STE values grow more gradually with higher grades in 
the case of 3 and 5 periods reaching similar values to those of 1.5 periods for the grade 8. Specifically, each 
of them is approximately two times higher than that of the ideal involute. It can be concluded that not only 
do the grades influence transmission error, but also the way they are distributed along the involutes. 

 
Fig. 5: Comparison of different tooth profiles through accuracy grades in terms of PTP-STE. 

4. Conclusions 

The case study presented in this paper focuses solely on 2D tooth profiles. While this approach offers the 
advantage of shorter computational times, it also means that flank line deviations and modifications, and 
helical gears cannot be incorporated. Therefore, future plans involve extending the FEM model to include 
3D representations. Additionally, there is potential to enhance fidelity of the simulation by considering 
more complex curves beyond simple sine shapes and defining different deviations across the teeth to better 
reflect real-world conditions. This may also help to improve dynamic models (Otipka et al., 2019) and 
(Prokop and Řehák, 2017) of geared transmission systems by providing more realistic transmission error 
waveforms, considering inevitable machining errors, as the input. 
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ACOUSTIC COUPLINGS BY STUDYING THE RESONANCE 

PROPERTIES OF VOCAL TRACT MODELS WITH YIELDING WALLS 
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Abstract: The novel experimental setup has been designed to study fluid-structure-acoustic interaction  
of the self-oscillating vocal folds model with vocal tract cavities and with a dynamical system originating in 
vibration of the soft tissue. The compliance of the vocal tract walls changes the phonation threshold so that a 
very small airflow is sufficient to vibrate the vocal folds. Comparing the same flow rates, the subglottal and 
radiated sound pressures are higher in the yielding-walled model. The shift of acoustic resonances towards 
higher frequencies due to the yielding wall corresponds to earlier experimental and numerical simulations. 

Keywords: Biomechanics of voice, vocal tract acoustics, artificial vocal folds, fluid-structure-acoustic 
interaction. 

1. Introduction 

Generation of voice is a complex process involving couplings between airflow coming from the lungs, self-
oscillating vocal folds and acoustic resonances of the vocal tract. A primary sound, generated in the vocal 
folds (VFs), is modified in the acoustic cavities of the vocal tract (VT) above the VFs. The resulting sound 
thus includes acoustic resonances of the VT cavities, which occur as peaks in the envelope of the voice 
spectrum, referred to as formants, see e.g. Sundberg (1987). Formant frequencies define vowels and the 
voice timbre. The VT walls are not in reality acoustically hard but so-called yielding walls. This brings 
damping effects on the acoustic waves influencing the resulting sound radiated from the mouth. These 
effects were studied on an artificial laboratory model of voice production comprising the sound excitation 
by a silicone replica of self-oscillating VFs and a plexiglass VT model, where part of the VT wall was 
elastic. 

2. Methods 

First, the simplified vocal tract model was made of plexiglass. The base of its main geometric configuration 
was taken from a 3D volume model obtained from magnetic resonance images for the Czech vowel [u:], 
see Vampola et al. (2008). Cross-sectional rectangular areas of the model with hard walls corresponded to 
the areas of the human vocal tract. Second, the upper wall of the VT model, from the laryngeal part to the 
lips, was replaced with a soft membrane made of silicone rubber EcoflexTM 00-50, see Radolf et al. (2020). 
The membrane of thickness 1 mm was slightly stretched during attachment to the VT model. 

The developed simplified model of the human lungs, which includes splitting of the airways up to the fourth 
order branching, was built in the subglottic part of the experimental facility; see e.g. Horáček et al. (2017). 
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The air was flowing through the model of the lungs to the trachea. Total trachea length was 23 cm and inner 
diameter 18 mm. 

The measurements were performed with a 1:1 scaled three-layer vocal folds model (Horáček et al., 2017). 
The vocal folds were excited by airflow coming from the trachea. The airflow rate was increased step by 
step from the phonation onset up to the airflow rate and the subglottic pressure, which are in the range of 
physiologically relevant values for a normal human voice production. The sound level meter B&K 2239 
was installed at a distance of 20 cm from the mouth of the vocal tract model. The pressure below the vocal 
folds (subglottal pressure) was measured by a special dynamic semiconductor pressure transducer 
developed in IT CAS. A Polytec OFV-505 laser vibrometer with an OFV-5000 controller was used for 
measuring vibration of the silicone membrane at the mouth cavity level, i.e. in the position of the cheek in 
the human vocal tract. 

3. Results 

The existence of a compliant wall caused the vocal folds start to oscillate at lower airflow rate  
Q = 0.024 l/s compared to 0.06 l/s for the hard-walled VT. The mean subglottal pressure and sound pressure 
level radiated from the mouth of the VT model increased for the compliant VT wall, see graphs in Fig. 1. 

  

  
Fig. 1: Mean subglottal pressure (top) and sound pressure level radiated from the mouth (bottom) 

measured for hard-walled VT and yielding-walled VT. 

Spectra of subglottal pressures for the mean airflow rate Q = 0.1 l/s are shown in Fig. 2. Harmonics in the 
spectra were filtered out (see e.g., Radolf et al., 2016) to better recognize their character and peaks. 
Interaction of the pressure oscillations with the compliant VT wall caused higher pressure levels, compared 
to hard-walled VT, in the frequency range from 200 Hz to 2 000 Hz and especially at the first subglottal 
resonance frequency at ca 700 Hz. Fundamental frequency of VFs oscillation was 82 Hz and 85 Hz for the 
hard-walled and yielding-walled model, respectively. 
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Fig. 2: Spectra of the subglottal pressure for hard-walled VT and yielding-walled VT, Q = 0.1 l/s. 

Sound pressure levels measured outside the VT models show an even greater influence of the yielding wall. 
The energy of the sound waves increased significantly across almost the entire frequency band, see Fig. 3. 
All acoustic resonance frequencies increased in the case of the compliant-walled VT model compared to 
the model with the hard walls. The first and second acoustic resonances shifted significantly towards higher 
frequencies (F1 from 440 Hz to 580 Hz and F2 from 720 Hz to 780 Hz). The higher three resonance 
frequencies increased only negligibly. A new low resonance frequency at ca 230 Hz appeared for yielding 
walls in VT. This may have its origin in the weak resonance of the yielding wall in the epilaryngeal region, 
see the green curve in Fig. 4.  

Spectra of the velocity of vibrating VT yielding wall show a sharp peak at about 40–50 Hz, which is the 
first mechanical resonance identified in the former study (Radolf et al., 2020), see the red curve in Fig. 3. 
Second peak at 780 Hz corresponds to the second acoustical resonance frequency. 

 
Fig. 3: Sound pressure spectra measured 20 cm from the mouth:  

1/ for hard-walled VT (grey and black curves), 2/ for yielding-walled VT (blue curves)  
and 3/ spectra of the velocity of vibrating yielding wall measured at the cheek  

of the VT model (red curves), Q = 0.1 l/s. 

The effect of the yielding wall shifting the acoustical resonances towards higher frequencies is qualitatively 
similar to the results of earlier measurements (Radolf et al., 2020), where the excitation of acoustic cavities 
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of the VT model was realized by a small speaker placed instead of the vocal folds,  
see Fig. 4. 

 

Fig. 4: a) Sound pressure spectra measured with microphone probe at the lips for hard-walled VT  
(black curve) and yielding-walled VT (blue curve), b) spectra of the velocity of vibrating yielding  
wall measured at the cheek of the VT model (red curve) and c) spectra of the vibrating yielding  

wall at the epilarynx position (green curve). 

4.  Conclusion 

The compliance of the vocal tract walls significantly shifts the phonation threshold so that a very small 
airflow is sufficient to vibrate the vocal folds. Comparing the same flow rates, the subglottic pressures and 
SPL radiated from the mouth are noticeably higher in the model with a compliant wall. However, the 
phonation threshold subglottal pressure remains approximately the same for both models. The shift  
of acoustic resonances towards higher frequencies due to the compliant wall is consistent with previous 
experimental and numerical simulations (Radolf et al., 2016). 
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ENHANCING SENSITIVITY IN PIEZOELECTRIC MICRO 
CANTILEVER DESIGNS USING STRESS CONCENTRATION REGIONS 

FOR LABEL FREE DETECTION 
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Abstract: The focus of this research project is to enhance cantilever beam designs for biosensing applications 
by including Stress Concentration Regions (SCRs). The stress distribution across several cantilever beam 
designs was determined by simulating them using COMSOL Multiphysics. The earliest designs were developed 
utilizing Polyvinylidene fluoride (PVDF) to showcase improved sensitivity for mechanical detection without 
the need for labels in biosensor applications. The analysis of cantilever beams involves the examination  
of their eigenfrequency and stationary behavior in the context of piezoelectric effect physics. An analysis  
is conducted on several cantilever beam structures to determine the most appropriate one. In this analysis,  
the various beams are exposed to an identical mechanical force, and their respective displacements, potential 
voltage, von Mises stress, and eigenfrequencies are examined. 

Keywords:  Cantilever, stress concentration region, biosensor, COMSOL. 

1. Introduction 

Cantilever sensors, which utilize surface stress, are becoming increasingly popular for biochemical 
detection due to their compact dimensions and accurate detection of induced deflection. These sensors can 
detect biomolecule absorption by detecting changes in surface properties due to the binding or hybridization 
of analytes to receptor molecules. These self-powered biochips can be used for disease identification and 
chemical and biological warfare weapon detection. However, they require external equipment for deflection 
measurements and have high size and power requirements (Kumar, 2023). Micromachined cantilevers are 
increasingly used as biochemical sensors due to their ability to identify chemical species by altering their 
mechanical characteristics. Static detection involves stress gradients across the cantilever's thickness, while 
dynamic analysis involves specific species adhering to the surface, resulting in a change in vibration 
frequency (Norouzi, 2009). PVDF (polyvinylidene fluoride) and PZT (lead zirconate titanate) are the two 
most used piezoelectric materials. Scientists demonstrated the ability of PVDF to generate higher voltage 
output than PZT by conducting experiments with different beam sizes. Both PZT and PVDF piezoelectric 
beams were tested, and it was discovered that the PVDF beam produced the highest output power (Guo, 
2021). Compared to PZT's brittle nature, which can cause fatigue failure under high-frequency cyclic load, 
particularly in outdoor applications, PVDF performs better due to its high flexibility, lightweight, and low 
acoustic, and mechanical impedance (Wong, 2017). As a result, PVDF is becoming more popular, and 
many commercial PVDF sensors make it easier to conduct impact tests. Only a prototype of a PVDF beam 
(energy harvester) bimorph cantilever was designed and tested (Chu Duc, 2018). 
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2. Theory and modeling  

A piezoresistive microcantilever beam uses one end fixed and the other free. When a substance is under 
pressure, its electrical resistivity changes. Microcantilevers resonate at their most conspicuous oscillation 
frequency. For self-sensing biosensors, semiconductor microcantilevers with piezo resistivity are ideal. 
Analyte-receptor responses on its active surface stress their piezo resistor, causing it to change electrical 
resistance. The maximum deflection, maximum stress, and resistance change are critical parameter for 
analyzing a beam stationary at one end. These crucial insights disclose the beam's structural integrity, 
mechanical performance, and material properties (Brugger, 1999). Two strategies to increase resistance 
change are to increase differential surface stress or decrease microcantilever thickness. Material qualities 
affect resistance change. Lower beam stiffness or deformation resistance may cause increased deflection. 
This may indicate structural integrity or stability difficulties. Low deflection indicates a stiffer, more 
deform-resistant beam (Selvan, 2020). 

3. Design and simulation 

A design is a mechanical structure with one rigid end and a free end that moves when acted upon by a force. 
The cantilever acts as a sensor, detecting both cantilever bending and changes in vibration frequency.  
The structure and material used in the design play an important role in determining beam stiffness. Applied 
force and geometry information are shown in the table below. The features of the PVDF material, such as 
its elasticity and density, were allocated to correctly mimic the conditions that exist in the real world.  
The use of boundary conditions was done to simulate a fixed-free cantilever configuration. For modeling 
the dynamic behavior of the cantilever while it is being loaded, the appropriate physics modules  
in COMSOL Multiphysics were chosen. The geometry information is shown in Tab. 1. 

Beam length Beam width Beam height Holes radius Applied force 

200 𝜇𝑚 100 𝜇𝑚 1.5 𝜇𝑚 5 𝜇𝑚 2.10-7 N 

Tab. 1: Beam details. 

To conduct precise numerical analysis, the solver settings were adjusted. To investigate the distribution of 
stress under the conditions of loading that were stated, a von Mises stress analysis was carried out. First 
step was to design 2 different microcantilever to test PVDF piezoelectricity properties for sensor application 
and evaluate result of applying SCR.  

 
Fig. 1: Geometry before and after SCR. 

As the simulation process progressed, iterative optimization was carried out whenever it was deemed 
necessary. This involved the modification of virtual models and simulation parameters to improve accuracy. 
This study highlights the comprehensive technique of simulating cantilever behavior in COMSOL 
Multiphysics. This approach mirrors situations that occur in the real world and provides insights into the 
performance of structures under various scenarios.  

 
Fig. 2: Boundary load and meshing.  
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4. Results and discussion 

This study examines the performance of two microcantilever samples made from PVDF, specifically 
designed for early detection purposes. Sample 1 is a basic cantilever beam, whereas Sample 2 is the same 
as Sample 1 but has holes, which create areas of stress concentration. The primary parameters examined 
comprise displacement, Von Mises stress, eigenfrequency, and electric potential as shown in Fig. 2.  
The analyzed parameters encompass displacement, Von Mises stress, eigenfrequency, and electric 
potential. Sample 2 demonstrates a marginally greater displacement in comparison to Sample 1. The 
heightened displacement observed in Sample 2 could potentially be attributed to the incorporation of holes, 
indicating potential modifications in structural flexibility. Sample 2 exhibits an elevated level of Von Mises 
stress. The existence of voids in Sample 2 can result in localized stress concentrations, thereby contributing 
to an overall elevated stress level. Sample 1 has a greater eigenfrequency.  

 
Fig. 3: Simulation results without applying SCR, as shown in Tab. 2.  

Four important parameters were measured. 

 

Fig. 4: Simulation results after applying SCR. Parameters are shown in Tab. 2. 

The incorporation of voids in Sample 2 may have modified the structural rigidity, leading to a decreased 
natural frequency. The alteration in eigenfrequency is essential for applications that involve detection 
mechanisms based on resonance. The electric potential is nearly identical. Microcantilevers are specifically 
engineered for the purpose of early detection, wherein even slight variations in physical parameters can 
indicate the existence of conditions or substances. The greater displacement observed in Sample 2 indicates 
a potentially heightened responsiveness to external stimuli. Nevertheless, it is crucial to thoroughly evaluate 
the elevated levels of stress and reduced eigenfrequency, as they have the potential to impact both the 
structural soundness and the speed of response of the cantilever. 

The graph shows in sample after applying SCR we are facing three picks which explain the presents  
of holes. The maximum amount for each parameter was chose for comparison which is in Tab. 2. 
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Fig. 4: Electric potential - Arc length graphs for both samples. This graph shows  

Electrical distribution through the length of the beam. 

Parameters                          1 2 

Von Mises stress [𝑁/𝑀ଶ] 1.01 . 10 1.79 . 10 

Total displacement [𝜇𝑚] 5.89 6.83 

Potential electric [𝜇V] 42.7 43.4 

Eigen frequency [Hz] 7 159.8 6 659.4 

Tab. 2: Results from simulation. 

5. Conclusion 

This study thoroughly analyzed the performance of two PVDF microcantilever samples created for early 
detection. The addition of holes in Sample 2 resulted in a slight increase in displacement, indicating possible 
adjustments in structural flexibility. The almost identical electric potential suggests a uniform characteristic 
present in both samples. The results show us how utilizing stress concentration regions can be useful  
in increasing the sensitivity of the cantilever, which is helpful for the early detection of microcantilevers. 
The addition of holes creates these areas. More tests, experiments, and tweaking should be done to confirm 
and improve these results. This will make sure that microcantilevers can be used reliably and effectively  
in early detection systems. 
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ELASTODYNAMICS IN PERIODIC MEDIA – APPROXIMATION
BY HIGHER ORDER HOMOGENIZATION AND

METAMATERIALS WITH RESONATORS

Rohan E.∗, Naili S.∗∗

Abstract: We consider elastodynamics in periodically heterogeneous solids described by 1D continua. The ho-
mogenization based on the higher order asymptotic expansions is applied to derive effective (macroscopic)
models. Relevance of these models is extended beyond the assumption of the perfect scale separation to respect
finite size of the heterogeneities. These models involve higher order gradients enabling to interpret models
of the generalized continua introduced using phenomenological approaches. Particular examples of bi- and
triple-layered periodic composites are explored in the context of the wave dispersion analysis. It appears that
a variety of models which approximate the response up to the 2nd order of accuracy with respect to the scale
parameter can be used, leading to different dispersion properties. Due to the volume forces involved in the
asymptotic analysis, structures with resonators can be represented to enhance band gap effects.

Keywords: Higher order homogenization, wave dispersion, elastodynamics, composite materials, meta-
materials.

1. Introduction

Wave propagation in periodically heterogeneous elastic media belongs to one of the most studied topics
in the field of composite materials. However, a unified satisfactory description of this phenomena in the
framework of the continuum mechanics remains cumbersome and ambiguities remains to interpret correctly
different modelling approaches. Phenomenological extended continuum based theories involving higher or-
der gradients provide micromechanically based models incorporating size effects and internal length scales,
though not straightforwardly related to a specific microstructure under consideration. The homogenization
based methods provide a promising alternative enabling to introduce internal length scales in a natural way.
The asymptotic based homogenization of the 1st order provides the limit model of the Cauchy medium,
where the microstructure size ` is infinitely small compared to a macroscopic size L, so that such mod-
els do not capture the dispersion properties emerging when wave lengths L 6� `. As the remedy, higher
order homogenization leads to models with effective material coefficients computed directly for a given
microstructure, whereby the internal length scale is retained. This issue has been discussed in several im-
portant works, namely comprising papers by Andrianov et al. (2008); Dontsov et al. (2013); Wautier and
Guzina (2015); Cornaggia and Guzina (2020); Schwan et al. (2021). The present short paper contributes to
these works by considering scale-dependent heterogeneity of the type reported in Rohan et al. (2009), such
that the dispersion due to the finite scale `/L interferes with the resonance features of the “metamaterial”
with soft elastic components.

2. Elastodynamics in a periodic 1D continuum

We consider domain Ω =]0, L[⊂ R occupied by an elastic solid whose properties are given by an elasticity
Eε and the density ρε, where ε = `/L is the scale parameter, the ratio of the characteristic length featuring
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∗∗ Prof. Salah Naili, PhD.: Univ Paris Est Creteil, Univ Gustave Eiffel, CNRS, UMR 8208, MSME, F-94010 Créteil, France;
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the micro- and macroscopic scales, respectively. The solid is represented by the 1D periodically hetero-
geneous continuum generated by copies of the (zoomed) representative periodic cell, Y =]0, ȳ[, such that
Ωε =

⋃
k∈Z(εY + εkȳ), where εȳ = ` is the real sized period length. The heterogeneity can be introduced

via n subdomains Yi ⊂ Y , such that Y = Y1 ∪ · · · ∪ Yn, Yi ∩ Yj = ∅ for i 6= j.

Material parameters can be introduced due to the coordinated unfolding, x = ξ + εy with y ∈ Y and
ξ = ε[x/ε]Y being the “lattice coordinate”.In this context, the material properties, i.e. the elasticityEε(x) =
E(y) and the density ρε(x) = ρ(y) are assumed to be piecewise continuous (even piecewise constant) in
Yi ⊂ Y , being functions y = {x/ε}Y = (x − ξ)/ε. The unfolded spatial derivatives ∂̃x := ∂x + ε−1∂y
of the displacements are used to derive the usual cascade of equations correspondingly to the employed
asymptotic expansions.

Elastodynamic equation governing the displacement field uε is defined in any layer characterized by prop-
erties (Ei, ρi),

−∂̃x(Ei∂̃xu
ε) + ρi(∂

2
ttu

ε − f ε) = 0 , in any Ω× Yi , (1)

where f ε is a given generalized volume force.

3. Effective model with characteristic scales

3.1. Asymptotic analysis – higher order homogenization

In what follows, the time-dependence of displacement uε on t is considered, though t is not in the list of its
arguments. The asymptotic expansion of the displacement is considered in its unfolded form,

uε(x) =
∑

k=0,1,2,...

εkuk(x, y) , uk(x, y) = Uk(x) + ũk(x, y) , Uk(x) =
〈
uk(x, ·)

〉
Y
, (2)

where 〈 〉Y is the average in Y . These expansions are substituted in (1), where the differential oprerator is
unfolded

− Lεuε + ρ(üε − f ε) = 0 , x ∈ Ω, y ∈ Yi ,
with Lε(v) ≡ Lxx(v) + ε−1[Lxy(v) + Lyx(v)] + ε−2Lyy(v) ,

(3)

involving the differential operators Lyy◦ = ∂y(E(y)∂y◦), Lxy = ∂x(E(y)∂y◦), etc. Due to the linearity, for
k = 1, 2, 3, ũk can be expressed using the characteristic responses wk, k = 1, 2, 3 (the so-called correctors
of order εk), which are Y -periodic, i.e. wk(y) = wk(y + ȳ), satisfy in all subdomains Yi, i = 1, . . . , n the
following cascade of equations (complemented by interface conditions [wk] = 0 and [E∂yw

k +wk−1] = 0,
where [ ] is the jump on any interface between Yi and Yi+1)

−Lyyw1 = ∂yEw
0 , w0 ≡ 1 ,

−Lyywk+1 = ∂y(Ew
k) + E(∂yw

k + wk−1)− ρwk−1D0/ρ0 , for k = 1, 2 ,

−Lyyϕ3 = ρ(M1/ 〈ρ〉Y − w
1) ,

(4)

involving ρ0 = 〈ρ〉Y and D0, the standard effective elasticity, as defined below. Then the effective medium
material properties can be computed

D0 =
〈
E(1 + ∂yw

1)
〉
Y
,

D2 =
〈
E(w2 + ∂yw

3)
〉
Y
,

Mk =
〈
ρwk

〉
Y
, k = 1, 2 ,

M3 =
〈
E∂yϕ

3
〉
Y
.

(5)

Based on (2), one can define the truncated averaged expansions of displacements U (2)(x, t) = U0 + εU1 +
ε2U2 and external forces F (2)(x, t) = F 0+εF 1+ε2F 2, such that the homogenized elastodynamic equation
providing an approximation of (1) up to o(ε2) accuracy attains the following form

Wtx ◦ U (2)(t, x) = Ftx ◦ F (2)(t, x) , (6)
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where the operatorsWtx and Ftx, being parameterized by α and β are given,

Wtx ◦ U(t, x) :=

(
1 + ε2r2(1− α− β)∂2xx + ε2r2

β

c20
∂2tt

)
∂2ttU(t, x)

−c20
[
1− ε2

(
r2α−D2/D0

)
∂2xx
]
∂2xxU(t, x) ,

Ftx ◦ F (t, x) :=

[
1− εM

1

ρ0
∂x − ε2r2

((
α− M̄3

M2

)
∂2xx +

β

c20
∂2tt

)]
F (t, x) ,

(7)

involving the sound speed c20 = D0/ρ0, and further coefficients r2 = M2/ρ0, and M̄3 = M3 + (M1)2

〈ρ〉
Y

. In,
principle, parameters α, β can be chosen, whereby constraints are to be considered to ensure the hyperbolic
character of (6), cf. Schwan et al. (2021). The external force F (2) can also be interpreted as the interaction
force imposed by “resonators”, as introduced below.

3.2. Periodic structures with resonators

The periodic structures like heterogeneous rods (rather than layered media) can be fitted with “ball-spring”
couples which can be tuned to induce the acoustic band gaps. In the context of the asymptotic homogeniza-
tion, these couples are characterized by the mass and the stiffness related proportionally to ε, see Rohan
et al. (2009), which leads to the negative effective mass in the 1st order homogenized model, i.e. for ε = 0.
Further we shall consider M1 = 0 (which holds for any 2-component material), β = 0 and α = M3/M2.
For such a special case, denoting by u(2)m the displacement of the resonator characterized by λm and Λm,

Wtx ◦ U (2) = Ftx ◦ F (2)(t, x) = 0 , with F (2) = Λm(u(2)m − U (2)) ,

∂2ttu
(2)
m + λm(u(2)m − U (2)) = 0 ,

(8)

whereby also the operatorWtx is reduced due to β = 0, yielding the following equation,

Λm∂
2
ttU

(2) + (λm + ∂2tt )
(
1 + ε2r2(1− α)∂2xx

)
∂2ttU

(2)

−c20(λm + ∂2tt )
[
1− ε2

(
r2α−D2/D0

)
∂2xx
]
∂2xxU

(2) = 0 .
(9)

3.3. Dispersion analysis

The influence of the higher order terms on the modelling of wave propagation can be studied using the
classical dispersion analysis. For this, using the plane wave ansatz involving the wave number κ and the
circular frequency ω is substituted in (6) which, in general, yields a bi-quadratic equation involving both
κ2k and ω2k, k = 1, 2. The dispersion can be analyzed using the mappings κ2 7→ ω2, or ω2 7→ κ2 =: γ.
For the latter alternative, the following quadratic equation is obtained for the model involving the resonators,

Aγ2 +Bγ + C = 0 , where

A = ε2c20(αr2 −D2/D0)(λm − ω2) ,

B = (λm − ω2)[c20 + ε2ω2r2(1− α)] ,

C = ω2[ω2 − (Λm + λm)] .

(10)

Propagating wave modes exist for positive roots γ = κ2 > 0, while negative roots γ = κ2 indicate band
gaps. When ε = 0, (10) reduces to one obtained for the 1st order homogenization result, ω = c0κ. For the
model without resonators, (10) still holds with Λm = λm = 0, which consequently enables to divide by ω2.
To illustrate the wave dispersion, we consider a simplified model extended only by ∂4xxxxU w.r.t. the 1st
order homogenized model, so that the microscopic length is involves in coefficient A through r2 and D2. In
particular, for a bi-laminate structure represented by Ej and ρj in layers Yj , j = 1, 2, we consider ρ1 = ρ2,
whereas E2 � E1, and put α = 1, β = 0, which yields (the case without resonators)

ω2 = Kε(κ2) := κ2c20

(
1− ε2D

2

D0
κ2

)
, (11)
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which clearly yields two real frequencies for any ε < (D0/(D2κ̄))1/4, noting that κ = εκ̄, where
κ̄ = 2π/ȳ is expressed in terms of the period length ȳ. It is of interest to explore the influence of the res-
onators; in this case, (10) leads to

ω4 −
(
Kε(κ2) + Λm + λm

)
ω2 − λmKε(κ2) = 0 . (12)

For ε = 0, (11) verifies the standard model, ω = c0κ =
√
K0(κ),however, due to the added resonators

characterized by Λm and λm, the band gap effect appears for ω ∈]
√
λm,
√
λm + Λm[. For ε > 0, also the

inner length `ε = εȳ is pronounced through the term κ4 in Kε, see Fig. 1. Of the 2 roots of the bi-quadratic
equation for γ = κ2, only one mode can propagate, if γ > 0, the stop bands are indicated for γ < 0.

Fig. 1: Dispersion analysis ω 7→ κ for the model with resonators, Eq. (10), attaining the form (12). Clear band gaps
between 4714 Hz and 9428 Hz. Four scales considered: ε ∈ {0.001, 01, 0.1, 1}.

4. Conclusion

The paper presents the higher order homogenization base modelling approach which provides the effective
elastodynamics models involving higher orders temporal and spatial derivatives, namely ∂4xxxxU , ∂4ttttU
and ∂2xx∂

2
ttU . Such models are comparable with the ones proposed on the purely phenomenological basis.

Moreover, specific metamaterial features can be introduced, providing many further perspectives in the
context of electro-mechanical devices with vast applications.
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Abstract: The area of embedded sensors, adaptronics, smart material and smart structures has a key role  
in Structural Health Monitoring. The aim of embedding smart materials into engineering structures is to 
monitor a wide variety of material’s properties and enabling continuous or permanent measurements of their 
structural integrity. The integration of sensors into the structure is limited to processing technology used for 
embedding sensors and the possibility to damage the structure during insertion. This study focuses on 
developing sensory structure with force to voltage amplifying capabilities. The base unit and periodic concept 
of such structure is developed, and FEM model of base unit is done to observe basic behavior under load. 
Experiments with base unit for its voltage response were carried out on a prototype. Furthermore, a three base 
unit sample is created and a concept of a planar three-layer structure is developed. 

Keywords:  Adaptronics, cymbal structure, metamaterial, MFC, smart structure, sensing. 

1. Introduction 

Integration of embedded sensors and smart material sensors to form a smart structure that can be used  
for standard design practices, fabrication, construction, and general industrial use belongs to one of the 
greatest engineering research challenges (Varshney et al., 2021). When studying engineering structure’s 
behavior, a set of approaches can be taken from the field of Structural Health Monitoring (SHM). 
Destructive techniques use methods of permanently damage structures such as drilling out samples  
or mechanically exciting testing structures. Non-destructive techniques (NDT) can be on-site with  
the presence of educated personnel or off-site where remote monitoring and/or testing takes place. The 
standard approach of NDT is to glue sensors on the surface or using devices with thermometers, ultrasonic 
sensors, or acoustic sensors. The lack of real-time monitoring during the lifetime of the engineering 
structure leads to unpredictable behavior and failures. This opens up the need of continuous monitoring and 
predictive maintenance of engineering structures (Askari et al., 2019; Gharehbaghi et al., 2022).  

In the field of smart structures several studies focused on the use of optic fiber sensors, piezoelectric 
materials, and strain gauges. Ramly et al. (2012) deployed fiber bragg grating sensor in a composite 
honeycomb structure for monitoring strains in a composite structure (Ramly et al., 2012). To sense external 
stimuli and react to external stimuli a piezoelectric transducer can be used. Silva et al. focused on a research 
for nonlinear energy sink with the use of piezoelectric elements and achieve the vibration attenuation  
for wide range of frequencies (Silva et al., 2018). Yesner et al. (2019) deployed an energy harvesting smart 
structure for engineering civil structures as a monitoring and harvesting unit. They also evaluated  
the limitations of the adhesive layer thickness and uniformity (Yesner et al., 2019). Gurung et al. focused 
on using a shape memory alloy (SMA) for its self-sensing properties to exploit its self-actuation potential. 
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They used extended Kallman filter for displacement prediction. Huang et al. used auxetic mechanical 
metamaterial foams with strain gauges to enhance sensitivity and an operation range of strain smart material 
sensors for bionic hand grip sensing. They also implemented a statistical correlation algorithm to run  
in real-time on a budget controller, and they achieved 100 ms response time (Huang et al., 2022). 

We propose a concept of a periodic cymbal structure for a pressure to voltage converter with high sensitivity 
and scalability properties. The proposed structure converts compression forces in one axis into tensile forces 
in the second axis. The compression force is amplified and converted into a larger tensile force that creates 
a high sensitivity range. 

2. Methods 

The base unit in 0 consists of a top and bottom cymbal structure that converts compression into  
a higher tension. Between top and bottom lamellas is a smart macro fiber composite (MFC) in a d33 
operation mode. For larger planar vibration monitoring a periodic cymbal structure with piezoelectric macro 
fiber composites is considered. The idea comprises of determining the mechanic vibration wave 
characteristics and direction. The prototype testing unit has a dimension of 28 x 7.5 x 5.5 mm.  

 
Fig. 1: A concept of smart sensory structure a) base unit with MFC, b) planar metamaterial;  

structure with MFC patches. 

3. Results 

3.1. Finite element analysis of the cymbal transducer 

FE analysis (0) was performed to investigate the behaviour of a single transducer under static loading. The 
cymbal (bridge) transducer was fixed in the base and a compressive force of 10 N was applied to the top 
cap. The converted tensile force applied to the MFC film between the caps of the transducer was 30.4 N. 
The ratio of these values gives the transducer gain, which is approximately 3. 

At this load, the stress in the MFC in the constant region between the caps is about 11.5 MPa. This region 
is responsible for generating the electrical charge in the pizoelectric material and is also the most critical 
point of the entire transducer in terms of stress.  

3.2. Compression to stretching base unit capabilities 

The integrated piezoelectric material serving as a sensing element is a macro fiber composite (MFC).  
The chosen smart material is suitable for sensing applications because of its lower power densities and 
more robust to cracks compared to fragility of lead zirconium titanate (PZT), however the Young’s modulus 
of MFC is five times less than PZT (Shen et al., 2007).  

 

 

a) b) 
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Fig. 2: FEA results for equivalent stress in cymbal transducer. 

The measurement was conducted with an impact hammer and an oscilloscope probe with a 1 MΩ input 
impedance. The impact hammer and the probe were connected to the National Instruments measurement 
card. The base unit was connected to a voltage divider to lower the output voltage and prevent damaging 
the measurement card. While measuring the voltage response with the NI card a voltage divider was used 
to lower the output voltage of a base unit. The periodic oscillation character of the system will be analyzed 
further for sensing applications. 

 
Fig, 3: Experimental response measurement of a smart structure’s base unit. 

4. Conclusion 

The smart material structure’s base unit with integrated MFC was tested to evaluate voltage response. 
Firstly, a concept was developed based on composite smart structure with integrated piezoelectrics as is 
illustrated in 0. Secondly, FEM analysis for static response of proposed geometry was performed.  
A base unit of proposed smart structure was manufactured and its voltage response to external impact force 
was measured. Lastly, a concept for three base units and three-layer planar structure was constructed  
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as shown in 0. From the measurements of the base unit, further investigation of its planar and spatial 
capabilities will be performed.  

 
Fig. 4: Three base unit testing sample and a planar three-layer concept smart structure. 

Future research will be aimed at the embedding smart materials in a structure in 0, and on the design of a 
sensory platform for sensing and identification of external stimuli, characterization, identification  
of a mechanical wave propagation in the structure, and identifying the load characteristics across the spatial 
geometry. 
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Abstract: The integration of the non-linear finite element method with deterioration-based analysis represents 
a powerful approach for accurately simulating structural behaviors. However, conducting fully probabilistic 
analyses on large-scale models that incorporate numerous stochastic variables remains a significantly time-
intensive task. As a result, structural designers and engineers frequently prefer semi-probabilistic methods, 
which significantly reduce the need for extensive non-linear computations. This paper concentrates  
on evaluating the reliability of an existing railway bridge constructed with cast-in steel beams. It employs  
an advanced numerical analysis through a non-linear finite element model, combined with established semi-
probabilistic approaches, including the ECoV method and the newer eigen ECoV method. To accurately reflect 
the current state of the bridge's superstructure, the analysis models the carbonation of concrete and the ensuing 
corrosion of steel beams using analytical models that consider both the fundamental material properties and 
environmental factors. 

Keywords:  Non-linear finite element analysis, stochastic analysis, deterioration-based analysis, 
reliability analysis, semi-probabilistic methods. 

1. Introduction 

Assessing the residual carrying capacity of bridges is crucial for civil engineers to ensure the safety of road 
and railway infrastructure. Utilizing reliability assessment methods alongside finite element method (FEM) 
analysis, which accounts for material and geometric non-linearities, allows for a more realistic simulation 
of structural behavior. This approach offers a precise evaluation of existing structures. According to EN 
1994-2 (2005), non-linear analysis can be employed to evaluate the global resistance of bridges, though 
specific application rules are not provided. Despite the high accuracy of non-linear FEM, incorporating 
uncertainty in material parameters is vital for accurate real-world modeling, making complex stochastic 
analysis necessary over deterministic approaches. The structural condition and degradation processes, like 
concrete carbonation or corrosion of metal components, significantly affect the load capacity assessment, 
underscoring the importance of advanced stochastic non-linear numerical analysis in evaluating bridge 
deterioration. This comprehensive assessment is crucial for allocating maintenance budgets efficiently.  
The methodology for this advanced deterioration-based probabilistic assessment, applicable to both 
reinforced and prestressed concrete as well as steel-concrete structures, is detailed in research by Červenka 
(2008) and Šomodíková et al. (2016). The paper presents an analysis of a standard railway bridge in the 
Czech Republic, determining its load-carrying capacity through probabilistic and semi-probabilistic 
methods combined with a FEM model, and considers the current state and degradation of concrete, 
reinforcement, and steel elements, modeling the effects of concrete carbonation and steel corrosion. 
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2. Methods 

In case of reliability assessment of existing structures based on the non-linear FEM analysis semi-
probabilistic methods are being increasingly used due to the time-consuming nature of FEM simulation.  
In general, a structure is reliable if the structural resistance, R, is greater that the action effect, E. Failure  
of the structure is represented by the condition R – E < 0 with Z = R – E being the so-called safety margin. 
In the semi-probabilistic approach, the resistance of structure, R, is separated and the design value, Rd, that 
satisfies safety requirements is evaluated. For this purpose, the ECoV method (Červenka, 2008) and the 
eigen ECoV method (Novák & Novák, 2021) are used in this paper. 

2.1. ECoV method 

The ECoV method by Červenka (2008) works with the estimation of the coefficient of variation (CoV)  
of the resistance, vR, defined based on the estimation of the mean and characteristic values of the resistance 
(Rm and Rk). Assuming a log-normal distribution of the resistance, the coefficient of variation is defined as: 

 𝑣ୖ =
ଵ

ଵ.ସହ
ln ቀ

ோౣ

ோౡ
ቁ (1) 

When using vR, the global safety factor is calculated according to the formula: 

 𝛾ୖ = exp(𝛼ୖ𝛽𝑣ୖ) (2) 

where αR is the sensitivity factor defined by the value of αR = 0.8 according to EN 1990 (2002) and β is  
the reliability index defined for a given design situation. The design value of the resistance is calculated as: 

 𝑅ୢ =
ோౣ

ఊ
 (3) 

2.2. Eigen ECoV method 

A proposed eigen ECoV method by Novák and Novák (2021) is derived directly from Taylor series 
expansion, a classical method for a statistical analysis of function of random input vector. However, there 
is an assumption of fully correlated input random variables similarly to ECoV according to the fib Model 
Code 2010 (2013). The eigen ECoV formula for the estimation of vR is defined in the following form: 

 𝑣ୖ ≈
ଷோౣିସோ

౸
∆
మ

ାோ౸∆

∆౸
∙

ඥఒభ

ோౣ
 (4) 

With utilization of mean and characteristic values of the resistance, the value of 𝑅∆ = Rk corresponds to 
the value of resistance calculated with the characteristic values of input random variables, Xi,k, and 𝑅


∆

మ

 = 𝑅∆

మ

 

value is assessed based on the simulation with intermediate values of random variables according to: 

 𝑋
,



మ

=
ఓ

ା,∆

ଶ
  (5) 

Finally, the ΔΘ represents the distance between the mean value, μΘ, and desired quantile FΘ
–1(Φ(–c)) where 

c is a step size parameter (c = 1.645 in this case), FΘ
–1 is an inverse cumulative distribution function and Φ 

is the cumulative distribution function of the standardized Gaussian distribution. The following 
approximation can be used: 

 ∆= 𝜇 − 𝜇 ∙ exp ൬−𝑐 ∙
ඥఒభ

ఓ౸
൰ (6) 

The global safety factor, γR, and the design value of the resistance, Rd, are assessed based on Eqs. (2–3). 

3. Case study 

A single span railway bridge located in the Czech Republic was analyzed as a case study using semi-
probabilistic methods described above. The bridge was put into service 135 years ago with the last major 
reconstruction before 85 years. A double-track railway line slab bridge spans a local road, supported by 
two concrete abutments and reinforced concrete bearing seats. Its superstructure comprises 28 cast-in steel 
I-beams, measuring 11.00 m in width and 8.10 m in length. Inspections of similar structures in the Czech 
Republic indicate concrete degradation up to 40 mm deep across the beam shell, attributed to deterioration 
and mechanical damage on the superstructure's bottom. Additionally, the beams' flanges show localized 
exposure with metal plates suffering from pitting corrosion, reaching depths of up to 3.0 mm.  
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Non-linear deterministic model of the bridge superstructure was created in the ATENA Science 
programming shell. The “3D Nonlinear Cementitious 2” material model used to represent the behavior  
of concrete. For steel, a bilinear stress-strain law without hardening was considered. Rolled I45 steel beams 
are the main carrying elements of the bridge deck superstructure. The beams are placed in the concrete slab 
deck. Beams placement was considered on linear supports. The axial distance of the beams in the deck is 
390 mm. A typical segment of the bridge deck is shown in Fig. 1 (left). The use of steel beams made  
of S235 steel and C8/10 concrete class was assumed. The values of the material parameters used for the 
deterministic analysis correspond to the mean values, μ, of these parameters according to the stochastic 
model of input random variables used for the subsequently performed stochastic analysis; see Tab. 1.  
The imposed load by rail traffic was considered in accordance with EN 1991-2 (2003), simplified as 
uniformly distributed over the length of the deck.  

3.1. Stochastic analysis 

Due to the lack of information on the material parameters of concrete and steel used, the values derived 
from the assumed nominal values typical for the defined strength classes of materials were considered.  
The stochastic model (Tab. 1) in the form of mean values, μ, and coefficients of variation (CoV) of material 
parameters for concrete was defined based on the value of concrete compressive strength, fc, from which 
other parameters of the concrete were derived according to EN 1992-1-1 (2004) and the fib Model Code 
2010 (2013). The probability distribution function (PDF) and material parameters of steel were determined 
according to Joint Committee on Structural Safety (JCSS, 2001). For the basic stochastic analysis  
of carrying capacity, 30 random simulations were generated using Latine Hypercube Sampling method and 
simulated annealing approach to introduce correlations. The mid-span measured load–deflection curves 
corresponding to simulated realizations of stochastic model are captured in the Fig. 1 (right).  

Parameter* [Unit] μ CoV k** 
∆

𝟐
=

𝝁 + 𝒌

𝟐
 

Ec [GPa] 25.331 0.15 19.601 22.466 

ft [MPa] 1.905 0.30 1.126 1.515 

fc [MPa] 16.0 0.06 8.0 12.0 

Gf [×10-5 N/m] 12.02 0.128 9.67 10.85 

Est [GPa] 210.0 0.03 199.8 204.9 

fy,st [MPa] 265.0 0.07 235.0 250.0 
* All the parameters have log-normal (2-par.) PDF 
** Characteristic value corresponds to 5 % or 95 % percentile of PDF 

Tab. 1: Stochastic model of input random variables. 

 
Fig. 1: A typical segment of the bridge deck at ultimate limit state (left), and the load–deflection curves 

corresponding to simulated realizations of stochastic model (right). 

The serviceability limit state (SLS, l/600 = 11 mm) and ultimate limit state (ULS, reaching the yield 
strength with partial plasticization of the steel beams) were analyzed. The estimation of the design 

Max. principal stress (MPa) 
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resistance value at ULS was performed for a reliability index β = 3.8 multiplied by a sensitivity coefficient 
αR = 0.8 in accordance with EN 1990 (2002) as a quantile corresponding to a failure probability 
pf = 0.001183. When reaching the SLS, i.e. the limit value of the vertical deflection of the typical segment, 
the design value of the resistance was determined for the reliability index value β = 0.0. 

3.2. Modelling of degradation processes 

In order to take the actual condition of the bridge superstructure into account, modelling of degradation 
processes was performed. Processes of concrete carbonation due to CO2 and consequent following 
corrosion of cast-in I45 steel beams were modelled using analytical models recommended by the fib Model 
Code for Service life design (2006). The models take the material parameters as well as the environmental 
characteristics into account. For detailed description of degradation analysis, see Šomodíková et al. (2022). 
The stochastic evaluation of analytical degradation was performed on the model. The design values of load 
carrying capacity for SLS and ULS where than calculated on models with different state of degradation 
over time using ECoV a eigen ECoV methods (see Chap. 2). The results are summarized in Tab. 2.  
The results confirmed a gradual decrease in design carrying capacity due to deterioration. Both semi-
probabilistic methods give similar results, the ECoV method is slightly more conservative. 

 Rm Rk 𝑹∆
𝟐

 ECoV design value Eigen ECoV design value 

Load at SLS (0 years) 196.8 164.3 182.1 196.8 196.8 

Load at SLS (85 years) 181.8 152.9 168.6 181.8 181.8 

Load at SLS (100 years) 178.0 150.8 165.9 178.0 178.0 

Load at ULS (0 years) 425.2 342.3 383.6 284.8 292.7 

Load at ULS (85 years) 402.4 328.3 365.0 276.3 281.7 

Load at ULS (100 years) 395.7 322.1 358.1 270.5 273.6 

Tab. 2: Resulting carrying capacity values in kN/m2. 

4. Conclusions 

To accurately simulate structural behavior and current load carrying capacity of existing bridge structure, 
the study utilized advanced stochastic methods, detailed FEM analysis considering material and geometric 
non-linearities, and analytical models for deterioration processes. It outlined steps for a numerical 
deterioration-based probabilistic assessment of structural design resistance. 
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INVESTIGATION OF 3D FLOW STRUCTURES IN A LINEAR BLADE
CASCADE WITH STEREO PARTICLE IMAGE VELOCIMETRY

Šnábl P.∗, Procházka P.∗∗, Uruba V.∗∗∗, Pešek L.†

Abstract: In most experiments and numerical calculations of flow through blade cascades, there is a tendency
to reduce the problem to 2D. This is understandable due to the design of the experimental rigs and measurement
methods, as well as the very long computation times of 3D numerical flow simulations. In reality, however, 3D
flow structures such as streamwise vortices begin to appear in wakes behind profiles even for 2D geometry even
at low Reynolds nubers. They can create force variations acting along the blade span, which can be represented
on average by the 2D measurement and simulation and give a correct result, e.g. for the total lift and drag
of the profile. However, when investigating dynamic aeroelastic instabilities such as flutter, local variations in
aerodynamic forces can greatly influence the overall behaviour, e.g. by inducing stall flutter.

Keywords: Experimental flow dynamics, blade cascade, 3D flow structures, stereo PIV.

1. Introduction

The aeroelastic stability of blade cascades is a very complex fluid-structure interaction phenomenon. In real
turbomachinery there is a very complex 3D geometry with non-homogenous flow under rotation where
gravity, centrifugal forces, Coriolis effect, etc. play their role, and so far it is impossible to numerically
calculate the non-stacionary fluid-structure interaction on a full scale model. In the Institute of Thermo-
mechanics of the CAS we have used reduced order structure models with Van der Pol model to describe
the instabilities (Pešek et al., 2023a,b) and also the reduced order flow models (Prasad and Pešek, 2019;
Prasad et al., 2023).

Fig. 1: The geometry of the blade cascade. Fig. 2: 2D PIV measurement of the blade cascade.
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In order to study the aeroelasticity in a blade cascade experimentally, simplifications have to be made in
order to make any measurements possible. Most researchers therefore use linear cascades: parallel blades
with constant cross-sections. Although linear cascades lack some key features such as rotational period-
icity and variation of parameters in the radial direction, it is still possible to obtain and study aeroelastic
couplings. However, even though all the perpendicular cross sections along the blade span are the same
and thus the geometry can be considered as 2D, the flow field does not necessarily have a 2D structure.
In particular, corner vortices can emerge at the corners where the sidewalls and blade ends meet (Moon
and Koh, 2001; Liu et al., 2016) and streamwise vortices in wakes start to appear appear at low Reynolds
numbers (Procházka and Uruba, 2019).

To assess the significance of such 3D vortex structures on a linear blade cascade, which has been used in
the past to study aeroelastic phenomena such as flutter (Šnábl et al., 2021, 2022), an experimental setup
with the same geometry, shown in Fig. 1, was prepared. The prismatic NACA 0010 blades with a span of
100 mm fill the entire width of the test section channel with a cross-sectional dimension of 250× 100 mm.

2. Methods

The experimental investigation of 3D flow structures within the cascade geometry was performed by using
3D Particle Image Velocimetry (PIV). Unlike standard 2D PIV, where a single fast camera is positioned
perpendicular to an laser-illuminated plane, the 3D PIV measurement method incorporates two PIV cameras
that are pointed at the illuminated plane under an angle from both sides. This enables to capture motion of
the illuminated particles not only in the illuminated plane, but also through the plane. When the captured
data from both cameras are handled by the post-processing software, all three velocity components of the
flow in the plane of measurement (PoM) are calculated.

Our measurement system consists of a NewWave Pegasus laser to create the laser sheet and consequently
illuminate the seeding particles. Two NanoSense MKIII cameras (1280 × 1024 px, 1024 Hz) are mounted
on Scheinpflug adapters to correct for distortion as the camera lens plane is not parallel to the image plane.
A special calibration procedure is also desirable to dewarp the images and evaluate the correct values of the
velocity signal.

The cascade was exposed to a wind speed of 30 m/s that gives Re = 140 000 with respect to the blade
cord; the angle of attack of all fixed blades was set to -10◦. Two independent PoM A and B, perpendicular
to the free stream and located 6 mm and 99 mm respectively downstream of the origin of the coordinate
system, were selected and are shown in Fig. 2, where the flow field through the central plane of the cascade
measured by 2D PIV is shown. The PoM A targets the large separation area under blade 1 and the channel
between blades 1 and 2. The PoM B targets the wake region behind blades 1 and 2 further downstream.

3. Results

There is a distribution of time-averaged streamwise velocity component (W) in PoM A shown in Fig. 3a).
The channel region between blade 1 and 2 is characterised by the occurrence of high velocity region (up to
60 m/s). The area describing the flow separation is more important - there is a black line marking the region
of backflow (in terms of the W-component). Note that this region does not extend over the whole width of
the channel, but fills about 80 % of the width. This is due to the presence of secondary (corner) vortices.
These vortices were not fully captured; however, their presence is evident from the streamlines in Fig. 3b) –
marked by red circles. Fig. 4a) reveals two individual time instants of the flow below the blade 1. Based on
the vector lines, we can observe fully 3D and dynamic nature of the flow with a large amount of coherent
structures; pseudo-periodic corner vortices are still visible.

The PoM B mainly covers the wake behind blade 1 and partly 2. The wake extension is large (green moder-
ate velocity in Fig. 5a)), but it is in good agreement with the previous 2D PIV measurement shown in Fig. 2.
The wake width is more than 30 mm. Fig. 5a) and Fig. 5b) are supplemented by dashed lines indicating the
projection of the trailing edges well in front of the measurement plane. Just behind the trailing edge of the
second blade there is a location of higher velocity (close to 30 m/s) - however this is not a contradiction
as the actual wake region of the second blade is a little higher (as can be seen in Fig. 2). The flow rises
in the whole area (Fig. 5b)) because it is deflected by the inclined blades. As in the previous case, there
are two snapshots in time (0.15 s step) in Fig. 6, proving that the flow field behind the blade cascade is not
only composed of spanwise oriented vortex structure, but mainly of streamwise oriented vortices, which
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a) With contours of streamwise velocity component. b) With streamlines in the PoM.

Fig. 3: Time-averaged velocity in PoM A located 6 mm downstream the origin.

a) Time 0.04 s b) Time 0.36 s

Fig. 4: Two snapshots; streamlines mapping the structures in PoM A 6 mm downstream the origin.

play a crucial role in influencing the following blades. These streamwise vortices have a vortex axis paral-
lel to the blade chord and occur mainly for larger values of AoA, when their vortex strength is significant
compared to the case without flow separation.

4. Conclusions

The aim of this work was to measure 3D flow structures using 3D stereo PIV in order to map the vortex
structures that could play an important role in the aeroelastic stability of the blade cascade. Two measure-
ment planes were chosen; PoM A intersecting the inter-blade channel between blades 1 and 2, and PoM B
located in the wake region far downstream of the blades.

The time averaged results show a fairly uniform velocity distribution which would correspond to the 2D
case. The separation spanwise vortex fills about 80 % of the channel width and the corners are filled with
streamwise corner vortices. However, the streamwise vortices emerge randomly in instantaneous flow field
snapshots in the large separation bubble under blade 1 and then spread downstream. These vortices do not
appear in a time-averaged image, nor could they even be shown in the 2D representation (in the streamwise
plane).

In the research of aeroelastic stability of blade cascade, such local 3D flow structures can have impact on
blade cascade stability and their importance will be further studied.
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a) With contours of streamwise velocity component. b) With streamlines in the PoM.

Fig. 5: Time-averaged velocity in PoM B located 99 mm downstream the origin.

a) Time 0.02 s. b) Time 0.17 s.

Fig. 6: Two snapshots; streamlines mapping the structures in PoM B 99 mm downstream the origin.
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Abstract: This study investigates the influence of artery unfoldment on its mechanical response in planar 
tension test. Inflation test was chosen for comparison because, with the axial stretch λz = 1, it also keeps plane 
strain condition. Both tests were simulated in silico using finite element method. The geometry models 
correspond to aorta and common carotid artery with distinguished two layers within the arterial wall;  
a homogenous wall model was also used for comparison. Material models were acquired by fitting the uniaxial 
tension tests of human carotid arteries dissected into media and adventitia layers with 3rd order Yeoh 
hyperelastic model. The results showed that the artery segment straightening leads to a non-uniform stress 
distribution throughout the specimen thickness with the maximum stress located at the inner surface of the 
artery. By comparing stresses (averaged throughout the thickness) at specified strain levels up to 30 %,  
the influence of specimen unfoldment was estimated with inflation test taken as a basis. For the carotid artery, 
stresses in the planar tension test were higher by 27−61 % while for the aorta the difference was between  
8 and 17 %. The difference between individual arteries occurs due to the varying thickness-to-radius ratio. 

Keywords:  Tension test, inflation test, finite element simulation, unfoldment, arterial wall. 

1. Introduction 

For 2019 the World Health Organization reported that one-third of all deaths were caused by diseases 
associated with the cardiovascular system (WHO, 2020). The leading causes were heart attack and stroke, 
both resulting dominantly from atherosclerotic plaque rupture and consequent thrombus formation. 
Thrombus can embolize and plug smaller blood vessel, resulting in the previously mentioned diseases.  
The main course in recent years leads to evaluation of the risk of plaque rupture using biomechanical 
modelling (Gholipour et al., 2018). Here the knowledge of geometry, loading conditions and material 
characteristics is crucial. Various mechanical tests such as uniaxial (Lisický et al., 2021) or equibiaxial 
(Polzer et al., 2015). 

 Parameters Carotid model Aorta model 

Inner radius [mm] 𝑅 2.9 7.9 

Media thickness [mm] 𝑇ெ 0.72 0.88 

Adventitia thickness [mm] 𝑇 0.37 0.41 

Artery length [mm] L 10 10 

Tab. 1: Geometry parameters. 
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tension tests, planar tension test (Cunnane et al., 2016), or inflation tests (Sommer et al., 2010) are used  
to obtain artery wall response. Except for the last one, the specimens must be axially cut and unfolded  
to obtain response in the circumferential direction. However, this unfoldment leads to a certain pre-strain 
before testing, which might influence the mechanical response of artery tissue. The aim of this study is  
to analyze the influence of artery segment straightening on its mechanical response in the planar tension 
tests, using finite element simulations.  

2. Material and methods 

2.1. Geometry models 

To analyze the effect of unfoldment on mechanical testing, simulations of a planar tension test and  
an inflation test were performed. These tests evoke the same stress/strain states if the axial stretch of the 
cylinder specimen is kept at λz = 1. For both simulations, a bilayer model and a homogeneous model were 
used. To simulate the planar tension test, a 2D plane strain model of a closed (unloaded) artery was 
employed (Fig. 1 left), with one end fixed and the other end rotated and shifted to obtain an unfolded 
(planar) configuration. In the second loadstep, its stretch was simulated by displacement condition in the 
x-axis. Regarding simulation of the inflation test, a 2D axisymmetric model of a cylindrical artery was used 
(see Fig. 1 right). To prevent axial (y-axis) deformation, a zero-displacement condition in axial direction 
on both ends was used. A 0.20 MPa pressure was applied on the inner surface of the model. Geometry 
characteristics of both models are summarized in Tab. 1; those of thoracic aorta were taken from (Holzapfel 
et al., 2007); those of carotid were measured during specimen preparation. Mesh sensitivity analysis was 
done, resulting in 4 400 quadratic elements for each model. Each loadstep was divided into 100 substeps  
to obtain a dense response curve. 

 
Fig. 1: Geometry models and boundary conditions for each test:  

Left: planar tension test – model before unfoldment. Loads: a: UX = 0 mm; c: fixed support; b: remote 
rigid displacement, rotZ = -180 (in the first loadstep), UX = 16 mm (in the second loadstep),  

Right: inflation test – cylindrical model, loads: d: UY = 0, pin = 0.20 MPa. 

2.2. Mechanical testing 

Three samples of non-pathological carotid artery from human cadavers (age 88, 77, 83) were excised during 
autopsy at Masaryk University, Department of Pathology. Fresh samples were immersed in 0.9 % saline 
solution and kept frozen at -20 °C. Before testing the samples were thawed and the artery was carefully 
separated into adventitia and media layers. In total, 10 rings with average width of 3 mm were obtained  
for each layer. Each ring was cut axially and the created specimen was clamped in a tensile tester (Camea 
s.r.o., Czech Republic). A pre-load of 0.01 N was applied to straighten the specimen (in saline bath  
at 37 °C) and then load was increased till rupture (Lisický et al., 2021).  

2.2. Constitutive models 

For each layer the obtained stress-strain curves were averaged at specified stress levels and then fitted with 
hyperelastic incompressible 3rd order Yeoh model (Yeoh, 1993) using Hyperfit software 
(www.hyperfit.wz.cz). The resulting material parameters are summarized in Tab. 2. 

To acquire material parameters for the homogeneous wall, which was not tested, a simulation of uniaxial 
tension test of the bilayer wall was performed in Ansys Workbench 2023 R2 with the mean thickness 
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0.78 mm (media) and 0.34 mm (adventitia) measured during the tension tests. The response of each material 
model is shown in Fig. 2. 

Material constants Media Adventitia Homogeneous 

C10 [kPa] 44.9 67.9 53.0 

C20 [kPa] 1 102.7 2 155.6 1 469.2 

C30 [kPa] 0 0 29.1 

Tab. 2: Material constants for Yeoh model. 

 
Fig. 2: Uniaxial tension curves of the models: solid lines - uniaxial tension, dotted - planar tension.  

3. Results 

First, the x-axis stresses/strains of the unfolded models were evaluated. The transmural stress distribution 
of unfolded bilayer model after the second load step, i.e. end of plane tension (Fig. 3a) was obtained. 

 
Fig. 3: a–b) Unfolded bilayer model, a) stress at the end of the simulated test,  

b) transmural stress; 0 mm - inner edge of media, c) cylindrical model after inflation. 

As a stress singularity occurred at the free end of the unfolded model (due to the remote displacement 
condition with rigid behavior), this area was excluded from evaluation. The unfolded (originally half 
cylindrical) model was bended after the first load-step, thus a linear distribution of stress throughout the 
wall thickness occurred, with maximum and minimum stresses situated at the inner and outer edges of the 
model, respectively. At the end of test, the stress distribution decreases from the inner edge of media (global 
maximum) to the media’s outer edge (Fig. 3b). A second local maximum occurs at the inner edge of 
adventitia. For the homogeneous wall, the stress decreases monotonously with distance from the inner edge. 
For the cylindrical models under inflation, the first principal stresses were evaluated (see Fig. 3c); their 
 

 Carotid  Aorta 

ε0.10 61.4 % 16.9 % 

ε0.20 36.8 % 8.3 % 

ε0.30 27.5 % 8.3 % 

Tab. 3: Percentual stress differences between the unfolded and cylindrical bilayer  
models for both arteries at strain levels of 10, 20 and 30 %. 
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transmural trends were the same as for the unfolded model. For each model, the average values  
of engineering stresses/strains throughout the specimen thickness were calculated. For plotted stress-strain 
curves see Fig. 4. 

To estimate the influence of unfoldment on stress-strain curves of each artery, differences between  
the bilayer unfolded and cylinder models were calculated at three strain levels (in percentage, with the 
cylindrical model considered as a basis, see Tab. 3). 

 
Fig. 4: Averaged stress/strain characteristics for different models. 

4. Discussion and conclusion 

The obtained results indicate that the specimen unfoldment significantly influences the plane strain tension 
tests of carotid arteries (Fig. 4), with differences reaching more than 60 % (Tab. 3). The unfoldment leads 
to non-uniform transmural distribution of stress, resulting in maximum stress occurring at the inner edge  
of the carotid artery. Due to the pronounced stiffening response of the artery tissues, the maximum stresses 
at the inner surface of the artery dominate the response, resulting in a more than 60 % increase of the initial 
stiffness. Similarly, the initial stiffness of the aorta is also increased, but by 17 % only. This difference 
between both arteries is given by their very different thickness-to-radius ratio (0.38 for carotid artery and 
0.16 for aorta) and decreases with increasing strains. These numerical results, however, relate not only  
to the specific geometric parameters but also to the material properties of the investigated arteries and  
do not consider residual stresses. While the axial pre-stress is negligible due to the high age of donors,  
the circumferential component may be significant. For a positive opening angle being a typical 
representation of these residual stresses, they are negative on the inner surface and thus could reduce the 
presented effect. Due to lack of experimental data, however, this is out of scope of this paper. Thus,  
the impact of unfoldment on the stress-strain responses should be assessed individually for each 
investigated artery and ideally with exploitation of its specific material properties and opening angles.  

Acknowledgements 

This work was supported by Czech Science Foundation, project No. 21-21935S. 

References 
Cunnane, E. M. et al. (2016) Mechanical properties and composition of carotid and femoral atherosclerotic plaques: 

A comparative study. J Biomech, 49 (15), 3697–3704. 
Gholipour, A. et al. (2018) Three-dimensional biomechanics of coronary arteries. Int J Engin Sci, 130, 93–114. 
Holzapfel, G. A. et al. (2007) Layer-specific 3D residual deformations of human aortas with non-atherosclerotic 

intimal thickening. Annals of biomedical engineering, 35(4), 530–545. 
Lisický, O., Hrubanová, A., Staffa, R., Vlachovský, R. and Burša, J. (2021) Constitutive models and failure properties 

of fibrous tissues of carotid artery atheroma based on their uniaxial testing. J Biomech., 129, 110861–110861. 
Polzer, S., Gasser T. C., Novák K., Man V., Tichy M., Skacel P. and Bursa J (2015) Structure-based constitutive 

model can accurately predict planar biaxial properties of aortic wall tissue. Acta Biomaterialia, 14, 133–145. 
Sommer, G. et al. (2010) Biaxial mechanical properties of intact and layer-dissected human carotid arteries at 

physiological and supraphysiological loadings. Am J Physio Heart Circ Physiol, 298(3), H898–H912. 
Yeoh, O. H. (1993) Some forms of the strain energy function for rubber. Rubber Chemistry and Technology,  

754–771. 
World Health Organization (2020) The top 10 causes of death. from https://www.who.int/news-room/fact-sheets/ 

detail/the-top-10-causes-of-death. 

277



 

doi: 10.21495/em2024-278 

30th International Conference  

ENGINEERING MECHANICS 2024 
Milovy, Czech Republic, May 14 – 16, 2024 

DAMAGE IDENTIFICATION OF SMALL HOUSES IN DIFFERENT 
SEISMIC REGIONS 

Sokol M.*, Crespo-Sanchez S.**, Rodríguez-Paz M.***, Mazáčková K.*, Gogová Z.* 

Abstract: Comparison of seismic resistance capacity of masonry structures with site dependent seismic 
demand is presented. Five building types are selected and subjected to the analysis. Push-over analyses have 
been performed assuming non-linear behaviour of individual walls. Five different damage grades have been 
identified starting with first crack on a wall up to the total collapse of the structure.  

Keywords:  Seismic risk assessment, damage identification, push-over analysis, non-linear analysis. 

1. Introduction 

Although design analyzes can be linear in seismic codes, such as response spectrum (RS) methods, while 
in practice the situation is in many cases much more complicated to be described only by RS analysis.  
The RS method does not provide accurate information about critical cross-sections or the type and extent 
of damage a structure may suffer after an earthquake. The degrees of damage are described quite clearly  
in (Lang, 2002; Lang, 2004; Okada, 2000). Many studies have been carried out (Corsanego, 1994; Okada, 
2000; Giovinazzi, 2004; Kegyes-Brassai, 2007), etc. focusing on the vulnerability of existing buildings. 
Vulnerability is expressed by functions or parameters that can be obtained either by statistical studies  
of damaged buildings in earthquake-affected areas or by simulations using numerical or analytical methods. 
This paper uses simulations using a combination of numerical and analytical methods according to (Lang, 
2002) and (Lang, 2004). Computer code was prepared to perform these simplified push-over analyzes  
on small masonry (or concrete) buildings. Conditions and results in different regions of Central Europe  
and Central America were compared. 

2. Seismic vulnerability 

The seismic vulnerability of selected small houses is expressed in such a way that for the relevant buildings 
located in a specific area, the degree of their damage after an earthquake is calculated, and accordingly,  
the house buildings are classified into five categories of damage, starting with the lightly damaged building. 
(DG1) to the level (DG5) representing the complete destruction of the building (Fig. 4). 

2.1. Central Europe 

Typical family houses in Central Europe region are assumed, where the seismic risk map is taken, e.g.  
for Slovakia (Fig. 1a) according to (NA STN EN1998-1, 2005) or (Madarás, 2008). The PGA in selected 
region close to the city Trnava reaches values up to 1.1 ms-2. Structural types were selected according  
to catalogue projects (Euroline, 2012).  
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The most ordinary types of buildings in the region are unreinforced masonry buildings. Evaluating objects 
with significant building populations for the selected area is more interesting than the assessment  
of individual buildings. Vulnerability functions of existing buildings are established with regard to its 
earthquake response. 

2.2. Central America 

One of the countries most affected by seismicity is Mexico (Fig. 1b). Maximum peak ground acceleration 
in Mexico reaches the value of 5.6 ms-2. This value is five times larger than in Central Europe. The seismic 
risk is much higher; much higher consequences are expected. 

 

Fig. 1: Seismic risk maps: a) Slovakia (STN EN 1998-1, 2012), b) Mexico. 

2.3. Typical small houses 

Five typical family houses often built in Central Europe (Fig. 2) and Mexico (Fig. 3b) were selected. 
Constructions from Fig. 2 have the same wall systems (Fig. 3b) as the houses assumed according to  
Fig. 3a. Family houses are built mainly in villages in the region of Central Europe, and in America this type 
of house is common everywhere in cities, but also in villages. In Central Europe, the region in Slovakia 
near the city of Trnava was selected, in Central America - the state of Mexico, it is the most important area 
of the southern coast of the Pacific Ocean. There is constant seismic activity on the coast of Guerrero and 
Oaxaca, several seismic events in this area have led to earthquakes with significant acceleration in the center 
of the country. The 1985 and 2017 earthquakes in this region saw the collapse of many buildings  
and significant damage to buildings and houses. 

 
                     

 

 
Fig. 2: Five selected types of houses in Europe - Slovakia with plan view according to Fig. 3b. 

 

 

                                     a) 

                                  b) 

Fig. 3: Typical houses constructed in region Mexico a) and b) wall system in plan view. 

                                      a)                                                                                   b) 
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2.4. Damage description 

Five damage categories (Fig. 4) have been introduced according to (Okada, 2000). 

Fig. 4: Damage grades according to Macroseismic Intensity Scale 1998 (Okada, 2000). 

3. Analysis 

Simplified non-linear push-over analyses have been used. Details of the quasi non-linear solution based  
on seismic demand and capacity comparison are described in (Lang, 2002) and (Sokol, 2013). The entire 
process is automated using a prepared computer code. First, it is necessary to identify all structural walls. 
It is essential is to assess the behavior of the structural system (if the wall acts like a frame or wall system). 
The capacity curves of individual walls and their bilinear approximations are summing up to get the 
relationship between total shear forces Vs vs. top displacement so that is possible to obtain the capacity 
curve of the structure (Fig. 5), where the damage grades (DG1 to DG5) can be easily identified. 

 
Fig. 5: Capacity curve of structure (Sokol, 2013). 

4.  Seismic risk assessment 

Using analysis automation, we can create simple risk scenarios assessment for a region (Fig. 6). 

          

                                
           a) Slovakia (PGA = 1.1 m.s-2, soil category C)                          b) Mexico (PGA = 5.6 m.s-2, soil category C) 

Fig. 6: Seismic performance of typical small houses. 
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Horizontal bold line (in Fig. 6 drawn in black at the top of a house scheme) represents the seismic 
displacement demand expressed in mm. If one of the five blue columns representing structural capacity 
ends under this line it means the corresponding damage grade has already been reached, e.g. for the house 
(Type 1) in Slovakia the damage grade DG2 Fig. 6a has been reached while the same type in Mexico can 
offer by damage grade DG4 Fig. 6b. In Slovakia an earthquake can affect such amount of buildings where 
20 % of population live (Fig. 6a). In the rest of Slovakia even smaller damages are expected, because  
of the smaller value of design ground acceleration. From all selected types only masonry multi storey 
building (Type 1) can suffer from damage grade DG2 which is the permanent deformation of first structural 
wall. No collapse is threatened. 

The damage scenarios for different structural types of buildings in Mexico are shown in Fig. 6b. Earthquake 
can affect 90 % of Mexican population. In Mexico all types of assumed buildings can suffer from severe 
damages, starting with DG 3 (Permanent deformation on all walls) up to DG 5 (Loss of the 30 % of all 
bearing walls). 

5. Conclusions 

The most common types of simple masonry constructions were selected according to available statistical 
data. The quasi-nonlinear response of these buildings was analyzed. The most vulnerable regions  
of Slovakia and Mexico according to seismic risk maps were taken into account. Earthquake demand was 
compared with structural capacity. The vulnerability of five selected building types was presented, 
including a description of the damage scenario. Family houses in Slovakia will not be greatly affected by 
the earthquake, expect small cracks on the walls. On the other hand, most Mexican single-family homes 
are at risk of more serious damage, possibly ending in collapse. 
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Abstract: Acoustic emission methods proved to be an effective diagnostic tool in many industrial sectors.  
The potential of this method in the field of steel bridge diagnostics is explored in this article. The goal is to 
find the most effective use of this method. 

Keywords:  Steel bridges, diagnostics, acoustic emission. 

1. Introduction 

Many cases of steel bridge degradation (cracks, corrosion) are sources of acoustic emission signals. This 
gives an opportunity to use acoustic emission based methods for structure diagnostics. However, there is  
a problem with identification of the nature of acoustic emission source. There may be many sources  
of acoustic emission present in steel bridges, not all of them originating in degraded parts (like e.g. friction 
in joints). It is the goal of this research to define the conditions of acoustic emission use, which would make 
the interpretation of measured results more certain. 

Analysis of real structure data was considered necessary. Degraded part of steel bridge deck has been 
therefore tested in ITAM laboratory as a first step of the research. Results and some initial conclusions 
derived from the experiment are discussed in this article. 

2. Test method 

The tested element (see Fig. 1) was a degraded steel orthotropic deck element from the bridge over the Labe 
river in Opatovice. The element consisted of a 1050 x 3040 mm upper plate with a non-slip profiled driven 
surface. Soffit of the plate was reinforced with 4 longitudinal U profiles, closed by vertical front plates  
at both ends. Lower edges of the front plates formed bearing surface of the element, which spanned simply 
supported between cross girders of the bridge. 

 
Fig. 1: Tested steel bridge deck element. 
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The examination was carried out in the Institute of Theoretical and Applied Mechanics laboratory in Prague. 
Test method was designed in such a way, so that the laboratory action was analogous to the actual load  
on the element in the bridge deck. 

The element oriented with the upper (driven) surface downwards was placed between two special test 
frames modeling the bearing of the element on the cross girders of the bridge (see Fig. 2). Pair of hydraulic 
jacks was placed under the worst degraded longitudinal stiffener in the least favorable position to represent 
critical action of rear axle wheels of a truck. The effect of tire elasticity was simulated by elastomeric 
profiles placed between the element and the hydraulic jacks. Magnitudes of applied forces were controlled 
by force sensors placed under the loading jacks. Acoustic emission measurement was focused on the area 
of the wall of the outermost longitudinal U-profile, where fatigue crack was formed (see Fig. 3). 

 
Fig. 2: Arrangement of tested element. 

Load on the element was increased gradually. The forces in 
jacks reached in successive steps 0 - 40 - 50 - 60 - 70 - 75 kN. 
The final load level (75 kN) exceeded the most onerous load 
that could occur on the bridge (max. 67 kN per truck wheel). 
Such overloading was designed to force propagation  
of existing fatigue crack (Fig. 3). Acoustic emission signals 
emitted at the tip of propagating crack would then be 
recorded and analysed. 

Acoustic emission signals were recorded by 2 piezoelectric 
sensors PK15I, attached to the element using magnetic 
holders. Location of the sensors can be seen in Fig. 2. 

Recorded acoustic emission signals were analysed using 
Micro-SHM station controlled by the AEwin program 
supplied by the Physical Acoustics Company (USA). 

 

 

 

 Fig. 3: Fatigue crack. 
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3. Results 

3.1. Identification of sources of acoustic emission (AE events) 

Acoustic emission signals (AE signal) have a form of mechanical waves propagating through material from 
its source. They originate in continuum if energy is suddenly released during so called AE events (e.g. crack 
propagation, corrosion processes, etc.). These waves cause voltage signals in piezoelectric sensors which 
can be recorded and then processed (see Fig. 4 for an example of typical AE signal record). 

 
Fig. 4: Typical record of acoustic emission signal. 

A large number of signals was recorded during the experiment. The first step of the analysis was therefore 
identification and removal of unwanted signals (noises). 

In particular, all too short signals (EMI) were excluded, as well as signals that were not recorded 
approximately simultaneously on both sensors and thus could not originate inside the examined area. 

Every pair of signals recorded (nearly) simultaneously indicated release of energy (AE event) inside  
the monitored area. These events could indicate energy release from strained material at the tip of 
progressing fatigue crack. 

If pair of signals was recorded simultaneously on both sensors, only the first recorded signal (first arrival 
hit) was selected for further evaluation. The sensor which recorded this hit was obviously closer to the 
source of the acoustic emission (event) than the other one. The first arrival hit was thus less affected  
by attenuation and was therefore taken as the representative of the recorded AE event. 

The numbers of recorded AE events (first arrival hits) are given in Tab. 1. 

AE Event   Individual loading levels [kN] 
Load 

increase 
total 

Load 
relieve 
total 

Load interval   (0-40) (40-50) (50-60) (60-70) (70-75) (0-75 kN) (75-0 kN) 

AE Events #   160 5 29 35 13 242 110 

Tab. 1: Number of identified AE Events. 

Tab. 1 shows, the sources of acoustic emission (AE events) emerged in the examined area during all phases 
of the experiment. The crack clearly does not propagate at low levels of load or during load relieve.  
It means, there have to be also other sources of acoustic emission in addition to the sought-after AE events 
originating in propagating crack. Most likely, these were sources of acoustic emission signals arising as  
a result of friction between the elastomer profile and the strained element. 

The next task was therefore to identify AE signals (first arrival hits) which could possibly come from  
the propagating crack. Parameters of the individual AE signals were analyses and characteristics identifying 
them as the right signals coming from the crack were searched for. 
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3.2. Analysis of AE signals 

Analyses was based on an assumption that different signal parameters could signal different origins of the 
signal. The amplitude and the energy of recorded AE signals were examined. 

Results of the AE signal amplitude analysis are summarized in Tab. 2. 

Amplitude [µV]
  

Individual loading levels [kN] 
Load 

increase 
total 

Load 
relieve 
total 

Load interval   (0-40) (40-50) (50-60) (60-70) (70-75) (0-75 kN) (75-0 kN) 

Average value   50 47 50 50 52 50 51 

Average deviation 7 3 7 6 10 7 6 

Max. value   74 54 64 62 72 74 74 

Min. value   35 42 36 37 35 35 35 

Tab. 2: Amplitude analysis results. 

The comparison of maxima and minima shows that signals with a significantly different amplitude were 
not recorded at the highest levels of loading. It is clear from the last two columns in Tab. 2., that the 
amplitudes of signals recorded during both loading and unloading are similar and therefore probably 
originate from the same source. This source cannot be a progressing crack as the crack does not progress 
during load relieve.  

This result was interpreted in a following way: no fatigue crack developed during the experiment, all 
recorded AE signals have their origin in friction between the tested element and the elastomer profile. 

The energy analysis of the measured signals led to the similar conclusions. 

4. Conclusions 

Although the experiment took place in laboratory conditions, the interpretation of results had to be based 
on an assumptions and carried some uncertainty about the AE source origin (the AE signals from 
progressing crack were assumed to be different from signals originating in friction which may or may  
not be true). Such uncertainty only increases if the measurements are carried out on real world structures, 
where many sources of acoustic emission could be present.  

The acoustic emission methods need to be combined with other diagnostic methods to make reliable 
identification of detected sources of acoustic emission possible. In our case the conclusion of crack stability 
should have been confirmed by e.g. simple crack-gauge monitor. 

The experiment rather disappointingly demonstrated fact, that the degradation of the element may not be 
discovered by acoustic emission based methods. Only progressing degradation produces AE signals which 
could be registered. 

As the progressing degradation should be avoided on operated bridges, rather than for defects identification, 
these methods seem to be suitable for long-term monitoring of already identified defects that cannot be 
removed operatively and whose further development could threaten the safety of the structure. 

If applied in such a way, the methods have an ability to monitor entire areas of the structure, detecting  
and locating activity of AE sources in real time. 
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Abstract: This paper presents the development and verification of a novel dual plunger hybrid kinetic energy 
harvester, which combines piezoelectric and electromagnetic conversion principles to effectively generate 
electricity from ambient mechanical motion and vibrations. This device utilizes two cantilevered steel plungers 
forming a parallel mechanism which makes non-arc oscillations, therefore maximizing energy harvesting 
efficiency. A single degree of freedom model is initially proposed for description, which is later extended  
to incorporate nonlinear effects with magnets. The paper discusses the optimization of resistance parameters, 
preliminary experimental measurements on the adhesive type and thickness for piezoelectric patches, as well 
as the measurement of the damping factor. Additionally, the verification and validation of the model through 
frequency sweeps for different input acceleration levels are detailed, along with the refinement of the model 
based on manufactured samples. 

 Energy harvesting, resonator, piezoelectrics, electromagnetics, dual plunger design. 

1. Introduction 

Energy harvesting from ambient vibrations and motion of structures is a rapidly developing subject in recent 
years due to the possibility to power low-consumption electronic devices and wireless sensor networks  
in IoT applications. There have been many techniques and methods developed to effectively convert 
mechanical energy of vibrations into useful electricity. This paper focuses on the development and 
verification of a novel dual plunger hybrid vibration energy harvester, which combines two common 
conversion principles: piezoelectric and electromagnetic. Piezoelectric (Yang et al., 2018), electromagnetic 
(Bradai et al., 2018; Zhu and Beeby, 2013), and electrostatic (Edwards and Gould, 2016) conversion 
principles have been extensively studied. However, each approach has its limitations and challenges, such 
as narrow bandwidth, low efficiency, and sensitivity to environmental conditions. The integration  
of multiple conversion principles offers the potential to overcome these limitations (Ryu et al., 2019) and 
improve overall energy harvesting performance (Margielewicz et al., 2023).  

2. Design of novel dual plunger hybrid energy harvester 

Building upon previous designs and techniques, our research aims to enhance energy harvesting efficiency 
by integrating piezoelectric and electromagnetic conversion principles in a novel dual plunger hybrid 
energy harvester. By leveraging the advantages of both technologies, we seek to develop a robust and 
versatile device capable of harvesting energy from a wide range of mechanical sources. Fig. 1 shows the 
schematic of the developed energy harvester, which consists of an adjustable piezoelectric parallel beam 
system, electro-magnetic circuit with coil and electrical load for both converters. The two-plunger design 
also allows for use in printed structures with integrated piezoelectric elements and such harvesting system 
could be fully integrated for a complex printable energy harvester. 
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Fig. 1: Schematic of the developed energy harvester and manufactured sample. 

The new hybrid tunable vibration energy harvester is approximately 30 mm wide, 160 mm long and has  
a height of 60 mm. The dual plunger hybrid energy harvester utilizes a parallel mechanism with two steel 
plungers to ensure non-arc oscillations, thereby maximizing energy harvesting efficiency.  

As a piezoelectric converter we chose macro-fiber composite (MFC) layers of the company with 
dimensions of 28 × 14 × 0.3 𝑚𝑚. The MFC patch consists of rectangular piezo ceramic (PZT) rods 
sandwiched between layers of adhesive, electrodes and polyimide film. Stretching and compressing  
the fibers during oscillations creates voltage between the electrodes. The MFC patch is attached from both 
sides in a bimorph configuration to a steel plunger with dimensions 50 × 14 ×  0.3 𝑚𝑚. 

The design of the electromagnetic part features a stationary coil and the magnetic circuit, which is a part  
of the moving mass. This design of the electromagnetic part alone has proven to be efficient in real-world 
applications, so the idea is to use it as a part of the new hybrid harvester.  

3. 1-DOF model of hybrid energy harvesting system 

The 1-DOF model for description of the system is based on a discretization procedure described e.g.,  
in (Erturk and Inman, 2011) or (Stanton et al., 2010) which utilizes energy formulation of a continuum 
system and Hamilton’s principle and outputs the basic equations of motion with only four discretized 
parameters, discretized mass 𝑚, beam stiffness 𝑘, piezoelectric coupling Θ and piezoelectric capacitance 
𝐶. This simple model is extended to also include viscous damping 𝑑, base excitation 𝐹ா, 
electromechanical coupling 𝐶ாெ, coil resistance 𝑅 and nonlinear stiffness force 𝐹ே. Applying these 
additions could extend the basic model and it describes the motion of the tip mass of the hybrid vibration 
energy harvester. 

 
Fig. 2: The 1-DOF model of the proposed hybrid harvester. Mechanical oscillator is coupled  

to two other subsystems by piezoelectric and electromagnetic couplings. 

 𝑚�̈� + 𝑑�̇� + 𝑘𝑦 + 𝑓ே(𝑦, �̇�, 𝑡) + 𝐶ாெ𝑖 + 𝜃𝑉 = 𝐹ா (1) 

 𝜃�̇� = 𝑉̇𝐶 +



 (2) 

 𝐶ாெ�̇� = 𝑖𝑅 + 𝑖𝑍 , (3) 
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We only consider the simplest form of energy harvesting which is through resistive load 𝑍 and 𝑍,  

the harvested power can be estimated as𝑃 = 𝑖
ଶ𝑍 and 𝑃 = 2 𝑉

ଶ 𝑍ൗ̇ . Such that 𝑉 is the total voltage  
on one bimorph beam considering the upper and lower patches connected in series. The factor of two 
signifies two bimorphs on the same harvester. Fig. 2 shows the schematic of the model. Such a model was 
transferred into MATLAB Simulink environment and can be time integrated. 

Parameter 𝑚 𝑑 𝑘 𝑓ே 𝐶ாெ Θ 𝐶 𝑍 𝑍 𝑅 

Value 92 0.326 1 586 0 13.15 0.73 52 1 200 1 450 145 

Unit 𝑔 𝑁𝑠/𝑚 𝑁/𝑚 - 𝑁/𝐴 𝑚𝑁/𝑉 𝑛𝐹 Ω 𝑘Ω Ω 

Tab. 1: Discretized parameters of the energy harvester used for simulations. 

4. Experimental verification 

4.1. Preliminary experimental investigation on adhesive types 

Two methods of fixing the MFC patch to the steel base are CA glue and epoxy resin (“5-minute epoxy”) 
we tested for their effects on mechanical damping. We tested the glues by attaching together two steel 
plungers with dimensions 𝐿௦ × 𝑤௦ × 𝑡௦ = 80 𝑚𝑚 × 15 𝑚𝑚 × 0.2 𝑚𝑚. The schematic is in Fig. 3. Two 
samples are manufactured, their total and plunger thicknesses are measured, and the respective thickness 
of the adhesive layer is recalculated. The CA glue has average thickness of 𝑡 = 0.04 𝑚𝑚 and epoxy resin 
𝑡 = 0.13 𝑚𝑚.  

 
Fig. 3: Schematic of manufactured samples (left) to test the effect of adhesive type on the composite 

beam’s first natural frequency and stiffness and the resulting free oscillations (right). 

The quality factor is calculated from free vibrations and natural frequency and quality factor are determined. 
CA glue creates thinner layers but is quite brittle and breaks for higher strains. The epoxy creates a bond 
that can withstand higher amplitudes before cracking and that has better damping properties. Although  
the stiffness of the glue layer is negligible compared to the steel, it pushes the steel layer further away from 
the neutral axis of oscillations and therefore could affect the overall stiffness. For manufacturing, we 
decided to use epoxy resin, bearing in mind that Fig. 3c strongly suggests that the epoxy must be fully cured 
to ensure a stiff bond, in order to not lower the damping. 

4.2. Frequency sweeps 

The developed model is verified and validated through frequency sweeps for two different input 
acceleration levels. The manufactured sample was subjected to harmonic base excitation of vibration 
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amplitudes �̈� = 50 𝑚𝑔 and �̈� = 100 𝑚𝑔. National instruments DAQ cards were used to record the voltages 
on the piezoelectric patches and the induced electromagnetic voltage. A series of harmonic tests were done 
for a range of frequencies, where the accelerometer was used to correct the input vibration voltage. 

 
Fig. 4: Comparison of SDOF simulation results and experimental measurement.  

Subplot (a) is summed measured piezoelectric voltage, (b) is measured electromagnetic voltage.  
Plots (c) and (d) are recalculated harvested power on respective resistive loads 𝑍 and 𝑍. 

The biggest conclusion we can deduce is that the resonant frequency doesn’t match, it differs by approx. 
1 𝐻𝑧. We assume that the reason behind that is the discretized stiffness 𝑘 determined from can never be 
exact because of manufacturing variances in dimensions of the steel plunger, type of clamping and 
uncertainties in general. The glue thickness also affects the resonant frequency. We can see that the model 
of electromagnetic conversion fits correctly. Piezoelectric coupling, on the other hand, is pessimistic, only 
approximately 70 % of the generated power is predicted. 

5.  Conclusions 

In conclusion, our paper presents a novel dual plunger hybrid energy harvester that effectively combines 
piezoelectric and electromagnetic conversion principles to generate electricity from ambient mechanical 
motion and vibrations. Through experimentation and modeling, we have demonstrated the efficiency and 
reliability of our device. Moving forward, further optimization and refinement will enhance its potential for 
practical applications in various fields, contributing to the advancement of renewable energy technologies. 
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Abstract: Granular matter formed from non-spherical solids appears in both natural and industrial settings.
These include, among others, landslides, mixing, and fluidization. The commonly used predictive method for
granular matter is the discrete element method (DEM). However, DEM was initially designed for spherical
particles and faces many challenges in modeling the non-spherical ones , which are prevalent. Therefore, var-
ious approaches, including multi-sphere clusters, super-quadrics and polyhedral models, were developed to
approximate the irregular shapes. The polyhedral approach offers the highest level of fidelity, but comes with
the biggest computational costs, particularly for non-convex particles. Hence, optimization and parallelization
of codes with polyhedron-based DEM solvers are of great interest. In this work, we present recent advances
in the development of our custom polyhedron-based DEM solver, focusing on parallel computing. With im-
provements in the solver architecture and boosted computational efficiency, the DEM code scales well at least
up to 32 cores and allows for efficient coupling with computational fluid dynamics (CFD) to simulate complex
particle-laden flows.

Keywords: Discrete element method, non-spherical particles, MPI, CFD-DEM, OpenFOAM.

1. Introduction

The omnipresence of granular matters in nature and, consequently, industry requires ways to predict their
behavior according to a given situation, e.g. prediction of landslides, mixing, or separation. One possible
way is to use the discrete element method (DEM), which is capable of describing the movement of indi-
vidual particles while considering collisions either reciprocal or with system boundaries (Cleary, 2010).
DEM was initially proposed for spherical particles due to their simple definition and the existence of an
analytic solution for collisions (Antypov and Elliott, 2010). However, irregular particle shapes are preva-
lent in nature and particle morphology tends to play a crucial role in the granular matter behavior. This
fact poses a number of challenges in modeling systems with non-spherical particles, starting from shape
approximation, including applied contact model, and ending with computational efficiency. Furthermore,
when solids are transported by and densely dispersed in a fluid, the shape of the particles also plays a key
role in the resulting flow properties (Xiong et al., 2021). Therefore, coupling a non-spherical DEM solver
with computational fluid dynamics (CFD) might provide a deeper insight into such systems.

Today, the DEM treatment of arbitrarily shaped solids might be divided into three main approaches: (i)
multi-sphere model, (ii) super-quadrics model and (iii) polyhedral model (Zhong et al., 2016). Each ap-
proach varies in level of fidelity of the shape approximation. At the same time, models (i) and (ii) are more
suited to approximate smoothly curved surfaces, while benefiting from the sphere contact model with minor
adjustments. The polyhedral model is the most general approach and is best suited for solids with sharp
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CZ and Department of Chemical Engineering, University of Chemistry and Technology (UCT), Technická 5; 166 28,
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edges or corners (Chen, 2012). Nevertheless, its non-trivial shape definition demands estimation of geo-
metric properties. Furthermore, significant modifications to the contact model with respect to the particle
overlap characterization are required. Thus, overall computational efficiency of the polyhedral model is low
compared to other approaches.

In this work, we present recent improvements in parallel computing of a polyhedron-based in-house devel-
oped DEM solver that is primarily designed for particle-resolved direct numerical simulation in CFD-DEM
applications (Isoz et al., 2022). As such, it was implemented in the OpenFOAM C++ library, which uses
message-passing interface (MPI) parallelization. In particular, the framework architecture was improved
with a focus on computational time scaling. Scaling results of the DEM solver are presented in detail and
conclusions regarding CFD-DEM applications are hinted at.

2. Framework fundamentals

Movement of the particles The presented DEM solver is being developed primarily for polyhedron-
based solids, described with stereolithographic templates (STL files). Each solid Bi is added to the compu-
tational domain Ω and prescribed with standard material properties such as Young’s modulus Y , Poisson’s
ratio ν and density ρ. The particles are considered to be rigid and homogeneous. Geometrical properties,
such as the mass or the moment of inertia, are estimated from the body projection Bhi onto finite volume
mesh Ωh ≈ Ω.

The movement of individual solids is governed by Newton’s second law of motion,

mi
d2xi

dt2
= fg + fc, Ii

dωi

dt
= tc , (1)

here mi is the mass of Bi and xi, ωi, Ii are its centroid position, angular velocity and the matrix of its
inertial moments at time t, respectively. The solver considers Bi to be affected by gravity (g) and by contact
(c) with other bodies or boundaries of Ω. Thus, f and t in (1) represent the forces and torques acting on
Bi, respectively. The equations are solved using the finite difference method, assuming that the forces and
torques are constant during each time step.

Contact The contact treatment affects the overall efficiency of any DEM solver, and there are many
approaches to its solution. The presented solver utilizes the soft-DEM approach, which estimates contact
force according to the magnitude of particle’s overlap during contact. The resulting force defined by the
Hertz-Mindlin model (Soltanbeigi et al., 2021) was originally proposed for spheres, for which the overlap
can be characterized by the overlap length. However, such a treatment is not suitable for arbitrarily shaped
solids. Thus, we reformulated the contact model to use the overlap volume introduced in (Chen, 2012). For
collision of bodies Bi and Bj the normal contact force is implemented as

fn
c =

(
Y redV o

ij

`c
+ γred

√
Y redM red

(`c)
3

dV o
ij

dt

)
nc , `c = 4

‖`i‖ ‖`j‖
‖`i‖+ ‖`j‖

, (2)

where γ represents the damping coefficient, M represents the mass of the colliding pair, nc stands for
the contact normal, `c represents the characteristic length of the contact, with ` representing the distance
between particle’s centroids and the contact centre and V o

ij represents the overlap volume shared by the two
solids Bi and Bj . At last, the material properties with superscript red denote the harmonic average of the
material properties of individual solids.

The tangential contact force is evaluated as

∆f t
c = kt ∆ξt − 2γn

√
ktM red ut

r, kt = 8Gred Āc

`c
, ∆ξt = ut

r ∆t,

ur = ui − uj + (ωi × `i − ωj × `j) , ut
r = ur − (ur · nc)nc ,

(3)

where G is shear module, Āc is cross-section area of the overlap volume, ∆ξt the tangential overlap, kt

is tangential stiffness and ur is relative velocity and ut
r its tangential component. The contact defining

parameters such as V o
, `c, Āc, nc are evaluated using a virtual mesh algorithm, first presented in (Studenı́k

et al., 2022). An increment of tangential force is added to the tangential contact force from the previous
time step. Furthermore, tangential force magnitude is compared to the magnitude of the normal contact
force scaled by the static friction coefficient µ. If the value is smaller, it’s not modified and added to the
normal component fc = fn

c + f t
c ; otherwise the value is scaled to µ ‖fn

c ‖.
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Solver parallelization The presented approach to contact treatment of polyhedral solids poses high de-
mands on computational efficiency, even though the applied algorithm is highly optimized. The established
approach to increasing computational efficiency is to divide solved tasks among available computational
resources and solve them in parallel. The OpenFOAM library provides MPI-based parallelization (Bruck
et al., 1997) and is designed for general CFD applications. Therefore, it is built to decompose finite-volume
domains into subdomains, where each CPU is assigned one. During the simulation, CPUs work inde-
pendently to limit information exchange to only boundary data. This is the first level (L1) of our solver
parallelization, which we employ to evaluate particle properties. Nevertheless, this approach has proven
ineffective for DEM. To illustrate the situation, let us consider pouring of particles and let each CPU treat
only particles within its bounds and share information with neighbors about the shared ones. Eventually,
the particles start piling up on the bottom CPUs, which will be overloaded with their contact treatment,
while the CPUs at the top will wait idly for the next iteration, as depicted in Fig. 1.

a) b) c)

Fig. 1: Particle pouring, task distribution with standard MPI approach, outline of hexahedron domain decomposition
with particles a). Illustration of uneven task distribution with b) showing an idle CPU and

c) CPU overloaded with collision treatment.

Nevertheless, the L1 MPI-imposed limitations can be mitigated by a construction of a second paralleliza-
tion level (L2). To employ all available computational resources and improve load balancing between over-
loaded and idle CPUs the contact solution must be distributed equally among all CPUs. However, without
further treatment, the interprocessor communication tends to stall simulation speed. To avoid this, we cre-
ated synchronized memory of the positions and orientations of all STL files, and each CPU can access all
particle positions and each possible contact pair.

Although this approach has proved to increase computational efficiency, MPI parallelization is not designed
to work with synchronized memory. This leads to significant RAM memory requirements, as each CPU
must allocate space for all particles, scaling the memory requirements according to the number of CPUs.
Moreover, with synchronized memory, every interprocessor communication instance must happen among
all CPUs. This limited effective use to bellow 16 CPUs, when synchronization costs start outweighing
the time spared. Nevertheless, this communication-related drawback was overcome with a new memory
structure arranging the overall particle information to n-dimensional arrays, with a unique range for each
CPU when working in parallel. Thus, shifting processor communication from individual particles to large
data structures, and leading to well-scalable simulations, as demonstrated in the results.

3. Results

To illustrate the solver properties, we designed a particle pouring test containing 1, 3 and 5 thousand of
particles; 1K, 3K, and 5K, respectively. The particles are monodisperse 20-sided polyhedra with charac-
teristic dimension dc = 4 mm, while the auxiliary finite volume mesh has the resolition of dc/4. Particles
are poured into a rectangular domain with dimensions 200 dc × 250 dc × 200 dc. Material properties for
particles are Y = 0.5 GPa, ν = 0.3, ρ = 4 000 kg m−3, µ = 1 , dissipation coefficient is set to corre-
spond to the restitution coefficient being 0.25, system boundaries have similar properties with exception of
Y = 0.1 GPa. Particles have no initial velocity and are pulled downward by gravity set to g = 9.81 m s−2.
The system is studied in terms of computational time scaling with respect to the used number of CPUs or
the amount of particles. Results are displayed in Fig. 2.

4. Conclusions

In this contribution, we present recent advances in parallelization of our in-house developed DEM solver.
The work led to a significant increase in computational efficiency, achieving approximately 75 % of the ideal
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Fig. 2: Scaling of computational time for pouring polyhedral particles of different quantities; green – 1 thousand
particles (1K), cyan – 3K particles and red – 5K particles. Qualitative results are shown in a) for simulation start
and in b) for the end. Scaling of the current DEM implementation for given tests is compared to the linear scaling

in c) with the measured trend line slope at the top right corner.

linear scaling in computational time. Significantly extended capabilities of the presented solver towards
large-scale applications are demonstrated. Furthermore, with the improved parallelization of the DEM part
of our CFD-DEM solver, a pathway to scalable CFD-DEM simulations is paved as the OpenFOAM, i.e. the
solver CFD part, is known to scale well even on thousands of cores.

Both the DEM and CFD-DEM variants of our solvers are presently available from
github.com/techMathGroup/openHFDIB-DEM
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NON-STATIONARY WAVES IN THICK ELASTIC
AND VISCOELASTIC PLATES

Šulda J.∗, Adámek V.∗∗

Abstract: This study deals with the dynamics of non-stationary wave propagation in thick, homogeneous,
isotropic, elastic and viscoelastic plates, employing a combination of analytical and numerical approaches.
The first aim of this work is to efficiently enumerate the previously derived solution for transient wave prop-
agation in a thick elastic plate. For this purpose, a numerical inverse Laplace transform (NILT) algorithm is
used, which significantly improves computational efficiency. The results from this semi-analytical approach
were compared to those results obtained using a Finite Element (FE) model to ensure the accuracy and validity
of both methods. Additionally, the effect of viscoelasticity on wave propagation characteristics is discussed in
this work.

Keywords: Wave propagation, thick elastic plate, thick viscoelastic plate, analytical solution, numerical
solution.

1. Introduction

In this work, non-stationary waves in a thick elastic and viscoelastic plate are investigated using a numerical
and analytical approach. In contrast to the numerical solution, the knowledge of the analytical one can be
advantageously used in solving many inverse problems, especially due to its computational speed. This is
used, for example, to identify material properties, the source of excitation and to detect defects and factors
that could lead to a limited life and reliability of machines. One could find the application of this approach
in civil, aeronautical, mechanical and many other engineering fields.

The problem of wave propagation in an elastic thick plate was solved in the work of Valeš (1983), where
the solution for basic mechanical quantities in the Laplace domain was derived. The evaluation of the
derived formulas was then carried out in Pátek (1996) using the exact inverse Laplace transform based on
the dispersion curves calculation and on the use of the residue theorem. This approach is exact, but with
respect to high demands on CPU time, it is unsuitable for effective solving of inverse problems.

In view of this fact, the exact analytical inversion procedure will be replaced by the numerical inverse
Laplace transform (NILT), specifically using the algorithm presented in Brančı́k (1999), which is based on
the combination of FFT and Wynn’s algorithm (Cohen , 2007). The same algorithm proved to be suitable for
solving similar problems of transient waves as shown, e.g. in Šulda (2024). As known, every real material
shows some degree of damping, i.e. energy dissipation, and therefore this work will also focus on the
attenuation effects of the viscoelastic material on waves propagated in the plate. The discussion of this
effect will be based on a comparison with the elastic case.

2. Analytical solution for a thick elastic plate

An infinite thick plate of thickness 2d is considered. The plate is assumed to be in a cylindrical coordinate
system with r ∈ 〈0;∞〉 as the radial coordinate, ϑ ∈ 〈0; 2π〉 as the angular coordinate, and z ∈ 〈−d; d〉

∗ Ing. Jakub Šulda: Faculty of Applied Sciences, University of West Bohemia, Univerzitnı́ 8; 301 00, Plzeň; CZ,
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as the coordinate in the plate thickness direction. On the upper surface, i.e. z = −d, the plate is excited
by a constant transverse pressure of magnitude σ0 on a circular region of radius R. The remaining parts of
both plate surfaces are considered free of load. In such a case, the boundary conditions can be formulated
as follows

σz(r,−d, t) =

{
−σ0 for r < R

0 otherwise
, τrz(r,−d, t) = 0,

σz(r, d, t) = 0, τrz(r, d, t) = 0,

(1)

where the functions σz and τrz represent the normal stress in the z direction and the shear stress in the rz
plane, respectively. The equations of motion for such a plate can be derived using the Cauchy equations
formulated in the cylindrical coordinate system (Graff , 1991). Due to the rotational symmetry of the
problem, these equations will be independent of the coordinate ϑ. Substituting the kinematic equations for
small strains into the constitutive relations and then into the Cauchy equations, the following equations for
dilatation ∆ and rotation ωϑ can be obtained (Valeš, 1983)

∂2∆

∂t2
= c21

(
∂2∆

∂r2
+
∂2∆

∂z2
+

1

r

∂∆

∂r

)
,

∂2ωϑ

∂t2
= c22

(
∂2ωϑ

∂r2
+
∂2ωϑ

∂z2
+

1

r

∂ωϑ

∂r
− ωϑ

r2

)
,

(2)

where

∆ =
ur
r

+
∂ur
∂r

+
∂uz
∂z

, ωϑ =
1

2

(
∂ur
∂z
− ∂uz

∂r

)
. (3)

As clear, the system of partial differential equations (2) for ∆ and ωϑ is uncoupled in this case, which
significantly simplifies the solving procedure. The constants c1 =

√
(λ+ 2G)/ρ and c2 =

√
G/ρ denote

the phase velocity of dilatation and shear waves in an elastic continuum of the density ρ, the shear modulus
G and the Lame’s constant λ. The solution of the system (2) can be advantageously found using the
Laplace transform in time t and the Hankel transform in the spacial coordinate r. The resulting relations
for the Laplace transforms of displacements ur and uz can be written as (Valeš, 1983)

ur =
σ0R

2G

∫ ∞
0

(
F3

pL
− G3

pT

)
1

γ
J1(γR)J1(γr) dγ,

uz =
σ0R

2G

∫ ∞
0

(
G4

pT
− F4

pL

)
K1

γ
J1(γR)J0(γr) dγ,

(4)

where the real parameter γ is the variable of the Hankel transform, and p represents the complex variable
of the Laplace transform. The functions J0 and J1 are the Bessel functions of the first kind and of the zero
and first order. The remaining complex functions F3, F4, G3, G4, L, T , K1 introduced in (4) are mostly
defined as a combination of hyperbolic sines and cosines and can be found in Valeš (1983).

Considering the relations for the Laplace transforms of time derivatives and with respect to the zero initial
condition of the solved problem, one can write vr = pur, vz = puz for the transforms of velocities. The
formulas for displacement and velocity components were evaluated using a Matlab code. A plate with
the thickness of 2d = 40 mm was considered and excited with the constant pressure σ0 = 1 MPa at
a circular area with the radius R = 2 mm. The material parameters of the plate corresponded to steel, i.e.
ρ = 7 800 kg/m3, E = 2.11 · 1011 Pa and ν = 0.3. The resulting visualisation of wavefronts in one half
of the plate cross-section at times of 5, 10 and 20 µs is depicted using the velocity component vz in Fig. 1.
The vertical axis corresponds to the radial direction r and the horizontal one to the vertical coordinate z.
Different types of waves propagated in the plate by their characteristic velocities can be simply identified
from Fig. 1. The fastest is the dilatational wave (P-wave), which propagates at speed c1

.
= 6 020 m/s and

which is followed by a shear wave (S-wave) propagated with c2
.
= 3 218 m/s. The largest amplitude gains

the Rayleigh wave (R-wave), which travels on the free surface of the plate, and its speed can be estimated
as cR ≈ 0.92c2

.
= 2 960 m/s.

3. Comparison of semi-analytical results with results obtained by FEM

Regarding the fact that the analytical formulas are complex, it is advisable to use another method to verify
the evaluation procedure. For this purpose, an axisymmetric problem of a thick elastic plate of thickness
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Fig. 1: Velocity vz distribution in a thick steel plate.

40 mm and radius 100 mm was solved in the software MSC.Marc. The linear axisymmetric elements
(type 10) with the size 0.4 × 0.4 mm were used. To study the effect of energy dissipation, the viscoelastic
plate was also considered. The Young moduli of both plates correspond to polypropylene (PP) and were
chosen as E = 2.8090 ·109 Pa (see Šulda (2024)). The viscoelastic properties of the second plate was mod-
elled using the standard viscoelastic solid in Zener configuration, the parameters of which were identified
for a thin PP rod in Šulda (2024). These parameters are summarised in Tab. 1. With respect to the maximal
wave speed in these materials (c1 = 2 203 m/s) and to the mentioned size of elements, the integration time
step of the Newmark integration method was chosen as 1.82 · 10−7 s.

ρ [kg/m3] ν [-] EE [Pa] E1 [Pa] λ1 [Pa·s]

928.6 0.35 2.2608·109 5.4821·108 1.9099·104

Tab. 1: Material parameters of PP modelled by the standard viscoelastic solid (Zener model).

Fig. 2a) shows a comparison of the displacement uz for the z = −20 mm and r = 4 mm from both
approaches and for elastic and viscoelastic material up to time tmax = 100 µs. The compared results for
the elastic case have a maximum relative error of 1.1 %. Approximately from t = 88 µs, the numerical
results are influenced by the P-waves reflected from the plate boundary at r = 100 mm. On the other hand,
the effect of the finite dimension of the plate in the transverse direction z has a more significant impact in
both cases after the time of 35 µs (approx. 4d/c1) when the P-wave reflected from the bottom surface of
the plate arrived at the monitored point. After the R-wave passes this point (approx. 6.5 µs) and before the
arrival of the mentioned reflected P-wave, it can be seen that the excitation does not cause any change in
uz in the elastic case. In the viscoelastic case, a rising trend of uz occurs when constant stress is applied,
and thus, there is a remarkable deviation from the results for the elastic plate. Another change-point in the
results is at 75 µs. This time corresponds to the arrival of the reflected S-wave. These same changes in
solutions can be observed in Fig. 2b), where the displacement ur is shown at the same monitored location.
The results of the numerical and the semi-analytical elastic model deviate by the maximal relative error 3 %
up to tmax, except the initial arrival of the wave. In this region, the maximal relative error is 14 % in peaks.
Within this time interval, we can also observe the effect of energy dissipation resulting in a small decrease
in amplitudes. The viscoelastic case differs relatively from the elastic one in the mentioned peaks by 3 %.
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Fig. 2: Comparison of semi-analytical and numerical results obtained for elastic and viscoelastic plate.

4. Conclusions

The analytical solution for the non-stationary state of stress in a thick elastic plate under transverse pres-
sure loading previously derived in Valeš (1983) was evaluated using a numerical inverse Laplace transform
algorithm. Contrary to the traditional and exact evaluation procedure based on dispersion curves and resid-
ual theorem, this approach enables the effective calculation of plate response in the 2D domain. These
semi-analytical results agreed well with the results obtained by FE simulation performed in the software
MSC.Marc. The FE model was also used to study the effect of energy dissipation in short times.

This work is a starting point for the derivation of the analytical solution for (i) a similar problem of a thick
viscoelastic plate and (ii) a problem of a thick layered viscoelastic plate. The latter one could then be used
as an approximation of the response of a viscoelastic plate made of functionally graded material.
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Valeš, F. (1983) State of stress in a thick elastic plate under non-stationary transverse loading. Part I - Derivation of

Laplace transforms for displacement and stress components. Technical report Z 847/83, Institute of Thermome-
chanics of the CAS, Prague (in Czech).

297



 

doi: 10.21495/em2024-298 

30th International Conference  

ENGINEERING MECHANICS 2024 
Milovy, Czech Republic, May 14 – 16, 2024 

EXPERIMENTAL ASSESMENT OF THE MECHANICAL BEHAVIOR  
OF IMPRESSION MATERIAL FOR ANAESTHESIOLOGY USE:  

A PRELIMINARY STUDY 

Thomková B.*, Hrubanová A.**, Košková O.***, Richtrová M.†,  
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Abstract: This study examines a silicone material designed for a high precision impressions. We explore 
the possibility of using this material for creation of patient specific obturator for soft tissue protection of upper 
jaw while intubating neonatal patients with cleft palate. The biaxial tensile tests were performed to examine 
the material properties of the selected silicon material. Specimen were compressed in 2-part mold made by 3D 
printing technology. The preliminary results suggest isotropic properties (p-value 0.198), showing  
no statistically significant differences between measured directions. The study also suggests potential 
viscoelastic behavior since the slowest deformation speed showed slightly different behavior compared to the 
higher strain rate. However, this is just a preliminary study thus, to strengthen the study's reliability, further 
validation on larger datasets is recommended. 

Keywords:  Cleft, silicone material, biaxial tensile test, stiffness. 

1. Introduction 

Neonatal patients with a cleft palate are operated on as soon as possible after birth to ensure not only  
an airway but also a better intake of food. However, performing intubation in such young patients is often 
challenging due to the danger of damaging the patients soft tissue of upper jaw. A protective obturator made 
of silicone material can be used for these intubations (Richtrová et al., 2023). The aim of this study is to 
examine the mechanical behavior of the selected silicone material. To do so, series of biaxial tensile tests 
were performed to explore the isotropic and viscoelastic nature of this material.  
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2. Methods 

2.1. Specimen preparation 

The study tested Zhermack Elite HD+ putty, a two-component silicone material used for orthodontic 
purposes. The mixed material (ratio 1:1), was inserted into a mold and cured for 3.5 minutes. 

The mold (Fig. 1a) for sample preparation was created using additive 3D printing technology (Prusa i3 
MK3S+) with polylactic acid (PLA). The mold, featuring an outlet channel for excess material removal, 
maintained its stiffness during sample production without deformation. Each specimen, sliced to  
18 × 18 mm after molding (Fig. 1b), was labeled with black markers for deformation tracking (Fischer et 
al., 2023). Eight marks on each specimen's sides ensured consistent clamp spacing across all tests (Fig. 1c). 
In total, 24 specimens were prepared for the study. Note that 4 specimens had to be excluded from the 
analysis because a pre-existing defect in the specimen prior to testing or because the initial damage during 
the clamping process. 

 

Fig. 1: a) 3D printed mold; b) the process of cutting the final 18 x 18 mm specimen;  
c) final specimen used for testing with markers for deformation evaluation (center)  

and markers for clamp spacing (outer boundary); d) the specimen mounted in the biaxial  
tensile device ready for the testing. 

 2.2. Testing and evaluation 

All mechanical tests were performed on a testing device (Camea, s.r.o., CZ). The device consists  
of 2 perpendicular axes with linear-stepped motors realizing the mechanical displacement of clamps.  
In case of biaxial testing, two motors are used, and the specimen is attached by eight spring clamps  
(Fig. 1d) with serrations preventing the slipping of specimen during testing. The forces are measured by 
load cells with nominal capacity of 20 N mounted on both actuator axes providing the controlled 
displacement. The area of the specimen is captured by CCD camera (sampling frequency of 8–33 Hz) with 
0.02 mm/pixel resolution mounted perpendicularly to the testing area. To ensure high contrast images,  
the measured area is illuminated by two external lights. The sample clamped in the testing device is shown 
in Fig. 1d. The sample thickness was measured by dial indicator (MarCator 1075, produced by Mahr, 
Germany, accuracy 0.01 mm, pin diameter 4.1 mm) at 5 locations of each specimen; the mean value is used 
for further analysis. After clamping a pre-tension of 0.1 N was applied to each specimen to ensure its 
flatness (Lisický, 2021). The testing is displacement controlled; three different displacement speeds  

a) 

b) 

c) d) 
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of 0.167; 0.33 and 0.667 mm/s (8 specimen per speed) were employed to explore the potential viscoelastic 
behavior of the material.  

The evaluations of the testing area are done in software Tibixus (Turčanová et al., 2023) from the images 
captured by CCD camera. The first captured image is taken as a reference and the deformation is determined 
by digital image correlation (DIC) techniques, tracking the relative position of the contrast markers  
on specimen marked on it prior to testing, and calculating the corresponding strain values. The first Piola-
Kirchhoff stress is calculated as follows: 

 𝜎 =
ிೣ

 ்
, (1) 

where Fexp is the force measured by the load cell, b and T are the measured initial (undeformed) dimensions 
of the specimen (width and mean thickness, respectively). 

The initial parts of the obtained stress-strain curves were cut off - due to experimental errors at extremely 
low stresses/strains (caused by 3D effects from clamping, specimen planarity imperfections, parasitic 
effects of gravity, etc.) Thus, only the rest of the stress-strain curves with stabilized progression are 
considered and fitted by first order polynomial function; the slope represents the given initial stiffness. 

3. Results  

The resulting stiffnesses of 20 specimens in x and y direction are summarized in Tab. 1:  

Def. 
speed 

[mm/s] 

Sx  

[MPa] 

Sy 

[MPa] 

Def. 
speed 

[mm/s] 

Sx 

[MPa] 

Sy  

[MPa] 

Def. 
speed 

[mm/s] 

Sx 

[MPa] 
Sy 

[MPa] 

0.167 11.249 10.690 0.333 19.427 10.604 0.667 15.653 15.441 

0.167 11.395 12.285 0.333 15.674 8.5102 0.667 10.748 10.434 

0.167 11.944 9.822 0.333 10.301 13.616 0.667 11.176 19.383 

0.167 12.538 10.086 0.333 17.680 14.635 0.667 17.560 14.614 

0.167 9.343 10.065 0.333 22.703 11.990 0.667 11.330 9.5393 

0.167 21.285 10.133 0.333 16.648 14.837 0.667 13.304 18.771 

Median 
(Q1;Q3) 

11.67 
(10.77;14.72) 

10.11 
(10.00;11.09) 0.333 19.536 19.390 0.667 7.380 11.541 

   
Mean ± 

SD 
17.42 ± 

3.89 
13.37 ± 

3.49 
Mean ± 

SD 
12.45 ± 

3.38 
14.25 ± 

3.92 

Tab. 1: The stiffness in both measured direction with given deformation speed  
used during equibiaxial testing. 

The subsequent statistical analysis was performed using software Minitab 15; statistical significance 
assumed if p < 0.05. The stiffnesses were compared for x and y direction for entirety of 20 specimens  
by Wilcoxon signed rank test since the normality of distribution was not confirmed for all datasets 
(Anderson Darling test). Then, the same comparison was made for distinctive deformation speeds to 
eliminate the potential influence of viscoelastic effects. The resulting p-values are summarized in Tab. 2.  

Statistical test All  0.167 mm/s 0.333 mm/s  0.667 mm/s 

Wilcoxon signed rank test 0.198 0.295 0.108 0.554 

Tab. 2: The p-values for statistical analysis comparing the stiffness in X and Y direction  
for all specimens and for the three distinctive deformation speeds. 

Based on the statistical significance levels, as indicated by the p-values presented, an evidenced deduction 
affirming the isotropic nature of the material can be drawn. Subsequently, the stiffnesses for three 
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deformation speeds can be compared to determine the possible viscoelastic behavior. Analogously, 
Anderson-Darling test was performed, the normality of data was not confirmed for all datasets thus  
the Mann-Whitney test was used. The p-values are displayed in Tab. 3.  

Statistical test 0.167 vs 0.333 mm/s 0.167 vs 0.667 mm/s 0.333 vs 0.667 mm/s 

Mann-Whitney 0.019 0.190 0.161 

Tab. 3: The stiffness in both measured direction with given deformation speed  
used during equibiaxial testing. 

These results show that there is a significant difference between the 0.167 and 0.333 mm/s deformation 
speeds indicating possible viscoelastic behavior.  

4. Discussion  

The study results reveal no statistically significant differences between the two measured directions, 
confirming material isotropy. However, limitations must be acknowledged. The thinness of specimens 
(approximately 0.25 mm) ensured biaxial strain conditions but led to premature fractures during clamping, 
restricting maximal strain to no more than approx. 6 % for most specimens. Consequently, the dataset 
primarily captures the initial stress-strain curve, presenting challenges in strain evaluation due to reference 
zero strain determination and clamp micro adjustments. 

Moreover, the dataset size is insufficient for robust statistical analysis, particularly for nonparametric tests. 
Data at 0.167 mm/s deformation rate did not meet normal distribution criteria, possibly influenced by 
clamp-induced damage during the longer test duration. Further statistical analysis indicated significant 
differences in low deformation, suggesting potential viscoelastic behavior. All conclusions drawn should 
be validated on larger datasets. 

Despite being a preliminary study, it supports the assumption of isotropic behavior and highlights potential 
viscoelastic effects. 
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Abstract: This study investigates the influence of dental implant insertion depth on strain states within the 
peri-implant bone tissue. Using a finite element model based on a human mandible CT data, variations  
in insertion depth were simulated, ranging from 0 mm to 2 mm in 0.5 mm increments. The analysis focused  
on a defined volume around the implant, evaluating strain intensities categorized according to the Mechanostat 
hypothesis. Results revealed notable differences in strain distribution within cancellous bone with increasing 
insertion depth, highlighting potential implications for bone response. While cortical bone showed consistent 
strain patterns, variations in cancellous bone suggest a nuanced relationship between insertion depth and peri-
implant bone strain. 

Keywords:  Dental implant, strain states, computational modelling. 

1. Introduction 

The discovery of the phenomenon of osseointegration has led to significant advancements in the field  
of dental implantology. Modern implantology introduces new possibilities in terms of sizes, materials,  
and designs for dental implants. These possibilities extend beyond visual differences to also encompass 
techniques used for dental implant insertion. Among others, 3D imaging techniques are becoming widely 
employed not only for pre-insertion preparation but also during the actual implant insertion. 

The effort expended during insertion is crucial not only for ensuring the problem-free function of the dental 
implant but also for aesthetic considerations. One widely used protocol for implant placement involves 
subcrestal placement, where the implant is positioned beneath the alveolar crest. The depth of insertion can 
vary between 0.5 mm and 3 mm below the crest (Poovarodom et al., 2023). 

Mechanical strains in the bone tissue around the dental implant are influenced by the quality of the bone 
tissue itself, but the method and depth of insertion also play their significant roles (Chou et al., 2010; Rito-
Macedo et al., 2021). From the perspective of determining strain states, the peri-implant area around  
the dental implant is crucial. The aim of this study is to investigate the impact of dental implant insertion 
depth on strain states in peri-implant bone tissue. 
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2. Methods 

To assess mechanical strains in the peri-implant bone tissue resulting from dental implant loading, 
computational modelling using the finite element method was utilized. Specifically, Ansys software 
(ANSYS Academic Research Mechanical, Release 2022 R2; Swanson Analysis Systems Inc)  
was employed for the solution. Details regarding the development of the computational model are provided 
in the following subsections. 

2.1. Geometry model 

One human mandible was acquired from the Department of Anatomy, Faculty of Medicine, Masaryk 
University Brno, Czech Republic in full compliance with relevant institutional and legislative requirements. 
The mandible was then scanned using CT (Philips) with voxel size 0.49 mm x 0.49 mm x 0.45 mm. In total, 
231 anonymized CT images were obtained. These images were processed using automatic and manual 
segmentation to create a model of the geometry of the typical human mandible. It should be noted that the 
cortical and cancellous bone tissues were segmented and modelled separately. Both bone tissue geometry 
models are available at 10.5281/zenodo.10636072.  

The dental implant was positioned in the premolar region. Specifically, the Brånemark dental implant 
including the abutment (Brånemark® System Mk III Groovy (NP Ø 3.3 mm, 11.5 mm)) was utilized in all 
variants. The variants differed in the depth of dental implant insertion, ranging from 0 mm to 2 mm  
in increments by 0.5 mm (see Fig. 1). It is assumed that there is no direct contact between the abutment and 
the bone; hence, no abutment osseointegration was modelled. Instead, a conical gap between the abutment 
and the cortical bone was modelled as illustrated in Fig. 2a. 

 
Fig. 1: Model variants with different insertion depths. 

2.2. Material model 

Cortical bone tissue, a portion of cancellous bone tissue and the dental implant (made of a titanium alloy) 
were modeled assuming a linear-elastic, homogenous, and isotropic material defined by two material 
characteristics, Young’s modulus (E) and Poisson’s ratio (µ). Specifically, E = 13 700 MPa and µ = 0.3 for 
cortical bone (Menicucci et al., 2002), E = 1 370 MPa and µ = 0.3 for cancellous bone, E = 110 000 MPa 
and µ = 0.34 for the implant (Park et al., 2022). 

A portion of cancellous bone assuming a linear-elastic and isotropic material that is inhomogeneously 
distributed. This material model was created based on CT images data; specifically, utilizing the 
relationship between Hounsfield units (HU), bone density (𝜌) and Young’s modulus (E) (Eqs. (1) and (2)), 
an APDL macro was generated using the CTPixelMapper_v1-7 software application (Borák and Marcián, 
2017). This macro assigns material characteristics to the nodes of the FE model (see Fig. 2b). 

 ρ = 0.114 + 0.000916 · HU [g/cm3] (1) 

 E = 2349 · ρ2.15 [MPa] (2) 
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Fig. 2: a) Gap between abutment and cortical bone tissue, b) Distribution of material properties  

of segment of cancellous bone tissue (black lines represent VOI). 

2.3. Load and boundary conditions 

For the purpose of this analysis, masticatory muscle static forces were taken into account to simulate 
chewing. Forces and their directional vectors, as per authors Korioth and Hannam (Korioth, 1996), were 
incorporated into the FE model. The function of the temporomandibular joint was simulated by applying  
a spherical constraint to the surfaces associated with the mandibular condyles. To simulate the biting, the 
top of the abutment was restricted from moving in the direction of implant axis by using a remote 
displacement function in the FE software.  

2.4. FE mesh  

The geometry was meshed in Ansys using quadratic tetrahedral SOLID 187 elements, with a global element 
size of 0.45 mm and 0.04 mm for dental implant and areas of contact between dental implant and bone 
tissue, respectively. The mechanical interaction between the bone tissue and the implant was modelled 
using contact elements CONTA174 and TARGE170. The implant was assumed to be fully osseointegrated 
(i.e., a bonded contact option was used in the FE model). 

3.Results and discussion 

The analysis focused on strains in a limited volume of the peri-implant region of the bone. The volume  
of interest (VOI) was defined as a cylinder with a diameter of 6 mm around the implant and height  
of 18 mm from top of the abutment. Specifically, the VOIs in all variants were evaluated for strain intensity, 
defined as the difference between the maximum and minimum principal strains. Isolines of strain intensity 
for all variants can be seen in Fig. 3.  

 

Fig. 3: Isolines of strain intensity in VOI. 
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Subsequently, the strain intensities in the FE nodes of the VOI were categorized using strain intervals 
defined by the Mechanostat hypothesis (Frost, 2004). Percentage shares of these intervals within the VOI 
were evaluated and compared among the variants (see Fig. 4). In particular, the intervals are defined as 
follows: (I1) 0–100 με, indicating no bone response; (I2) 100–1 000 με for bone resorption; (I3)  
1000–1500 με and (I4) 1 500–3 000 με for bone modelling; (I5) 3 000–25 000 με for pathological overload; 
and the last one (I6), >25 000 με, representing the threshold for bone fracture. 

 
Fig. 4: Percentage of bone tissue in VOI: a) cancellous bone tissue, b) cortical bone tissue. 

The difference in percentages within cortical bone tissue is not significant across all variants. Regardless 
of the insertion depth, the majority of strains within the VOI fall within interval I2 (67–70 %). As the 
insertion depth increases, the proportion of cortical bone tissue in direct contact with the dental implant 
decreases, leading to a slight increase of overload in the areas of contact (share of I4 in the VOI increased 
from 4 % to 10 %) while other tissues remain underutilized. 

However, in cancellous bone, a noticeable shift in the percentages within individual intervals is observed 
with an increase of the insertion depth. As the depth increases, there is a noticeable increase in the shares 
of intervals I4 and I5, indicating a greater portion of the VOI is subjected to increased strains. Specifically, 
for a dental implant inserted crestally (with a 0 mm insertion depth), most of the bone tissue is distributed 
across intervals I3 and I4. With a 2 mm insertion depth, the predominant amount of bone tissue is found 
within interval I4. 
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Abstract: The team members of the Faculty of Mechanical Engineering of the Czech Technical University  
in Prague have been working together on projects at CERN for more than 22 years. Some work is related  
to cooling systems for the inner detector of the ATLAS experiment and to forward types of detectors. Such  
as TOTEM experiment, today incorporated under CMS as PPS2 and AFP ATLAS. Based on our prototypes, 
two cooling systems in the LHC tunnel have been implemented so far, namely a compressor cooling circuit 
with C3F8 refrigerant for TOTEM and the second system for the AFP project using AIRCOOLER-Split type 
units It was designed by us and worked for the last 5 years without failure and free of maintenance for needs 
of AFP forward detectors. We are starting work on systems for forward-type detectors to withstand increased 
luminosity conditions in the LHC tunnel to be expected after 2027. A substantial part of our paper is related 
to this ongoing research work and to the possibilities of variable 3D metal printed heat exchangers. These 
could be used for cooling forward detectors and their electronics under demanding operating conditions and 
limits given by their dimensions soon. 

Keywords:  Particle detectors, CERN LHC experiments, cooling systems, forward type detectors,  
3D metal type heat exchangers. 

1. Introduction 

Our research group has been working for more than 25 years on developing and applying cooling systems 
for detector technology in the field of elementary particle physics research. These activities include carrying 
out studies of the thermophysical properties of fluids, designing, constructing, and testing various types of 
cooling equipment, optimizing the heat transfer for high-tech electronics, and developing adequate DAQ 
systems, including sensors that can be used for these special applications. 

Our paper will present examples of vortex-tube cooling applications around the two largest detectors of the 
LHC (Large Hydron Collider - project (see Fig. 1) at CERN, i.e. the ATLAS (A Toroidal LHC ApparatuS) 
and CMS (Compact Muon Solenoid) detectors. In both projects, we are a part of a broad international 
cooperation network. 

Many traditional elements known from classical refrigeration technology cannot be simply applied due to 
the minimal available space for installation inside the detector, and due to issues with radiation, the strong 
magnetic field, and dialectical and cleanliness requirements. Due to environmental restrictions, fluoroinerts 
will no longer be used for future types of inner detectors and cooling systems, and many next systems will 
use CO2 as a refrigerant for the future runs. We will limit our presentation here only to activities related  
to the forward type detectors located both around main detectors ATLAS and CMS. In these installations, 
the range of cooling power is usually between 500 W and 1.5 kW. We will mainly concentrate to problems 
of cooling systems AIRCOOLER Split type unit using an air as the coolant (Vacek et al., 2016; Seabra  
et al., 2017 and Vacek and Doubek, 2021). 
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Fig. 1: The large hadron collider project map (adopted from https://cds.cern.ch). Red darts indicate 

approximate locations of forward type detectors. 

Limiting elements are small and efficient heat exchangers that  must be placed as close as possible to the 
silicon detectors and their electronics. All these sub-components are located inside the highly vacuumed 
space of the detector body referred to as the Roman Pot. 

2.1. Heat exchanger development 

There were developed several types of heat exchangers over the last 15 years starting from the fully 
machining units up to the multi-component variations and we must cope with the “ever-shrinking” space 
that was available for its placement. However, this is in direct contradiction to the gradual increase in 
cooling performance. The problem was solved using foam metal inserts. Our latest installation  
of AIRCOOLER-Splits units with the use of metal heat exchangers (Al or Cu) plus foam inserts. Such 
exchangers fulfill requests for cooling AFP detectors and has been in maintenance-free operation for the 
past 5 years without a single defect. 

A brief overview of the development of exchangers and their improved functionality is shown in Fig. 2. 

      

Fig. 2: The summary of the development of exchangers and improvement their functionality. 

  fw TTAhQ  ..  (1) 

From Eq. (1), it is obvious that the transferred heat depends on the heat transfer coefficient h [W/(m2·K)], 
the heat transfer contact surface A [m2] and the temperature difference (Tw – Tf) [K]. So it is necessary 
increase the heat transfer coefficient, the surface area or the temperature difference. In order to keep the 
cold plate surface temperature Tw within the requirements for the AIRCOOLER outlet air temperature Tf  
has to be maximally lowered for a large transferred heat flux.  The heat transfer coefficient is small for gas 
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flows (in comparison with liquids or two-phase flows), depending mainly on the air flow velocity, which 
is itself limited by the working pressure achievable at the AIRCOOLER output unit. Since the available air 
pressures are also imposed by the safety regulations for compressed air installations (usually 7–9 bars).  
It can be concluded that the surface area is the most important parameter to be optimized in order to achieve 
the desired performance in our applications. An enhanced inner surface of the cold plate exchangers was 
therefore investigated in several studies and configurations. Fig. 3 shows typical values recorded during  
the test, where the value of dissipated energy reaches 20 W. 

                        
Fig. 3: The parameters during one of the many tests are illustrated in here. 

2.2. 3D printed metal heat exchangers development 

In the last few years, 3D printing experienced an enormous rise, since technology improves and processes 
are refined, metal 3D printing has grown increasingly popular and accessible. But even as price points  
for 3D printers come down and new applications for additive manufacturing are discovered, problems  
and challenges remain that still prevent many companies from utilizing this innovative technology to  
its full potential (Andronov, 2021). The R&D project of forward detectors for operating conditions with 
significantly increased luminosity after 2027 begins at CERN this year. That's why we decided to focus 
more on 3D printing of metallic materials. This will allow for easy adaptation to frequently changing 
specifications. This technology brings several advantages, among which flexibility in terms of shape and 
dimensions dominates. Such changes of the specifications will undoubtedly occur within development 
cycle. Considering our experience with many types of exchangers for these demanding applications,  
we were particularly concerned on studies of commonly known problems with metal 3D printing. The most 
important ones for us were the porosity of the products obtained and its impact on required tightness  
and the necessary cleaning of micro particles after 3D printing (Vafadar, 2021). 

2.3. 3D printed heat exchangers tests 

To print functional heat exchanger its design needs to be adjusted. For this purpose, original model was 
scanned with the CT (computed tomography) and data were transferred to surface model format STL. 
Surface model worked as reference geometry for new heat exchanger design. Some geometrical changes 
were made in the design to improve cooling properties or to secure flawless printing result. The main 
changes were following inner radiuses were added to lower tension in corners, partitions to increase cooling 
channel length, holes for threaded pneumatic connectors were added.  

A model was used to get printing data for LPBF machine GE Concept Laser M2 in Materials MAGICS. 
Aluminum alloy AlSi10Mg was selected among available range of materials to ensure good heat transfer 
properties. Next step was a post processing of printed part. Printed heat exchanger was then cleaned, outer 
surfaces were machined, and preprinted inlet and outlet holes were drilled and tapped. Printed heat 
exchangers are going to be installed inside the Roman Pots with the high level of vacuum. No leaks  
are acceptable. Because of expected use of heat exchangers in particles detector surrounding, leak tests 
were carried out. Test setup was prepared for this purpose as shown in Fig. 4. 

The first five 3D printed samples of the exchangers showed varying degrees of leaks. The load pressure 
test was slowly decreasing despite the series of setup modifications. We have observed small leaks in the 
screw connections, but the main leakage was probably formed during machining due to high deformations 
and insufficient machining thickness allowance. Then machining allowances were increased for the second 
set  of  heat  exchangers.  The heat exchanger ver. 2 was printed with the same post processing techniques 
and heat exchanger inlets and outlets were sealed with silicon high temperature gasket and tested.  
The standard operational pressure of cooling air on the site will be up to 2 bars. 
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Fig. 4: Overview of heat exchanger prototypes with inner structures details and leak test setup. 

Following experiment, even with higher pressure of 7 bars, was finally successful with no noticeable 
pressure loss in three days. Then testing under extreme conditions of 10 bars was carried out to verified 
reliability of printed part. Even under high pressure no leakage occurred for nearly one month. Density  
of the structure was chosen according to previous test with copper foam porosity to 30 %. Inner structures 
of the tested heat exchangers diamond like shapes we prepared with two diameters of 5 and 13 mm. It may 
show us its impact on cooling performance. We plan to investigate the operating parameters of the 3D 
printed exchangers to compare with the most efficient and used original exchangers nowadays. We will 
study and compare mainly differences in temperature profiles, pressure losses and flow, i.e. consumption 
of cooling medium-air. For this purpose, third version of heat exchanger with complex diamond shape 
structure was designed.  

2. Conclusions 

In our article, we mainly dealt with the issue of cooling the forward-type elementary particle detectors used 
at the CERN LHC accelerator. Special attention was paid to the optimization of the small heat exchangers 
used for cooling both the detectors themselves and their electronics. R&D projects are starting this year 
aimed at the operation of the LHC accelerator after 2027, when a significant increase in its luminosity  
is expected. We chose the path of developing the necessary metal heat exchangers by 3D printing. At the 
end of last year 2023 and the beginning of this year, we produced the first prototypes of such exchangers 
and carried out successful tests for their required tightness and their necessary cleaning from micro particles 
after 3D printing. A test set up is being prepared, including the DAQ system and the necessary sensors  
for conducting measurements on the Roman Pots mock-up with a new type of heat exchangers. By the end 
of the year, experiments aimed at proving the suitability of using exchangers produced by 3D printing will 
be carried out in comparison to heat exchangers with foam metal inserts used so far. We will focus  
on comparing relevant temperature profiles, pressure losses and consumption of cooling medium-air  
of all types of heat exchangers. 
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Abstract: In the context of the expanding domain of Industry 4.0 and the integration of smart factories, there 
has been increasing interest in advanced diagnostics for industrial machines. This paper introduces  
an evolution of state-of-the-art expert system designed to aid in diagnosing issues encountered during the 
operation of industrial machines. Advanced diagnostic and maintenance systems serve as crucial components 
in the digital era of smart factories, so as the use-case scenario a mobile robotic platforms was used. 

Keywords:  Assistive maintenance, decision making, advanced diagnostic. 

1. Introduction 

Expert systems have been a subject of interest for utilization of expert knowledge in various control systems 
over the past two decades. However, their prominence has been put aside in recent years in favour  
of artificial neural networks, largely due to the abundance of data available for training and the extensive 
usage of frameworks for rapid solutions deployment. 

Despite the dominance of neural networks, there remains space for alternative AI methods such as expert 
systems, particularly due to their inherent capability to clarify decision-making processes. This paper 
addresses the need for advanced diagnostics in the industry, focusing on the development of an expert 
system to assist in diagnosing issues with mobile robotic platforms, represented by the BREACH platform. 

While neural networks may seem as the only solution due to their popularity and accessible tool-chains, 
alternative AI methods like expert systems offer the advantage of backtracking the decision processes, an 
inherent feature of their design (Zhang, 2019; Bloecher and Alt, 2021; Valerio de Moraes et al., 2022). This 
capability is even more suited in industrial contexts where the hidden process behind each decisions is as 
crucial as the decisions themselves. (Korb and Nicholson, 2004; Thrun et al., 2005). 

This research is motivated by industry demands, particularly in utilizing the advanced diagnostic 
capabilities for platforms like BREACH (Krejsa and Vechet, 2018; Vechet, 2011). The development of an 
advanced diagnostic assistant is based on the necessity to involve maintenance workers, enabling them to 
address all possible issues efficiently, thereby preventing costly down-times and the need for professional 
services. 

2. Materials and methods 

Our experimentation utilizes various autonomous mobile robots, primarily centered around the BREACH 
platform, developed in collaboration with Bender Robotics. Additionally, the ZALEELA project, aimed  
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at indoor plant watering, and the LEELA robot, a lighter version of BREACH, are employed (Vechet et al., 
2020). These platforms share common components such as laser range finders, ultrasonic distance sensors, 
encoders, and motor controllers, all operated using the Robot Operating System (ROS) (Vechet et al., 2020). 

 

Tab. 1: Attention table which represents the probabilistic model of the machine via the relation between 
possible hypothesis (problem description) and evidences which can be observed by user. 

The mobile robots mentioned above are equipped with standard components such as laser range finders 
(Hokuyo Lidars), ultrasonic distance sensors (SRFxx), encoders, and motor controllers (RoboClaw), with 
control software based on the Robot Operating System (ROS) (Vechet et al., 2020). 

3. Assistive maintenance 

The primary objective of our expert system, named Querix (Vechet and Chen, 2023), is to aid in highlevel 
maintenance decisions, distinguishing between issues that can be resolved locally and those requiring 
professional intervention. The further improved solution uses this expert system to identify most probable 
sources of malfunctions and uses this information to quickly address the possible problem. 

Querix operates based on a set of hypotheses and corresponding evidence, utilizing a Bayesian network  
to model its behavior (Murphy, 2001; Murphy et al., 2001; McGuffin, 2012; Vechet et al., 2016). A limited 
set of hypothesis and issues was presented in previous work (Vechet and Chen, 2023) and for the reason  
of limited space we present smaller set of rules condensed into Tab. 1. 

Using the hypothesis and evidences outlined in Tab. 1, inference rules are formulated, aiding 
decisionmaking processes. These rules can be expressed in natural language or in the form of IF-THEN 
statements (Vechet and Chen, 2023). Tab. 2. provides corresponding conditional probabilities used  
for decisionmaking. 

To compute the probability of possible hypothesis and continue with problem solving the standard Bayes 
theorem (1) is utilized. 

 𝑃(𝐻𝑦𝑝𝑜𝑡ℎ𝑒𝑠𝑖𝑠𝐸𝑣𝑖𝑑𝑒𝑛𝑐𝑒𝑠) =
(ா௩ௗ௦ு௬௧௦௦)(ு௬௧௦௦)

(ா௩ௗ௦)
 (1) 

While the conditional probability is common practice in various systems, to naturally get information about 
the state of the system from knowing some of the evidences about the actual machine status, there is also 
possibility to use inverse procedure to help the users to identify the possible cause of the system failure 
from given set of question provided by the system itself. This so called assistive maintenance removes  
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Tab. 2: Attention table which represents the probabilistic model of the machine via the relation between 
possible hypothesis (problem description) and evidences which can be observed by user. 

 

 
Fig. 1:  Most informative evidences calculated for given system of probabilistic rules. 
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the necessity to call a trained maintenance every-time some problem occurs. To quickly get the right root 
cause of the systems malfunction the most informative evidences are calculated via Eq. (2). This is  
the guidance for the expert system what evidence’s knowledge leads to the fastest problem identification.  

 𝑚𝑜𝑠𝑡𝐼𝑛𝑓𝑜𝑟𝑚𝑎𝑡𝑖𝑣𝑒𝐹𝑒𝑎𝑡𝑢𝑟𝑒 = 𝑚𝑎𝑥{ ୀ ଵ ∶ } 
௫{ೕ స భ ∶ }(ா௩ௗ௦()ு௬௧௦ ())

{ೕ స భ ∶ }(ா௩ௗ௦()ு௬௧௦௦())
൨ (2) 

The list of most informative evidences is shown in Fig. 1 where the results are normalized to have the value 
for maximum relevance is 1 and it decreases with the relevance for evidence is less informative. This means 
that when the user provides answer to the most informative evidences the expert system can quickly find 
the right solution for given problem.  

4.  Conclusions 

The presented expert system, Querix, addresses the need for advanced diagnostics in industrial machinery 
within the framework of smart factories under Industry 4.0. By developing an inference engine capable  
of online monitoring, we offer continuous maintenance support to promptly address failures or provide 
early warnings. The newly added feature of provide the information about most probable causes of failure 
wider the potential practical usage. 
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Abstract: This study investigates the biomechanical behavior of cancellous bone in the os occipitale through 
finite element modeling. Utilizing micro-computed tomography scans, 47 bone segments were analyzed, and 
their apparent Young's moduli of each segment were determined in three orthogonal directions. The results 
revealed strong directional dependencies of Young’s modulus on bone volume fractions. In contrast, non-
directional dependency exhibited a weaker correlation, indicating an orthotropic elasticity. The derived 
correlation equations offer an efficient means to describe cancellous bone in cranial biomechanical 
simulations, especially when a detailed trabecular representation is impractical. 

Keywords:  Mechanical properties, skull, cancellous bone tissue, FEM. 

1. Introduction 

In cases of head injury or disease, irreversible damage to bone tissue can occur. In such circumstances,  
it becomes necessary to replace the missing bone tissue with a reconstruction plate, which is then secured 
to the surrounding bone using fixation screws. Biomechanical assessment of the reconstruction plate and 
fixation screws can be accomplished through computational modelling, often employing the finite element 
method (FEM) (Marcián et al., 2019). For FEM solutions, understanding the mechanical properties  
of cranial bone tissue is essential. Currently, when considering the mechanical interaction  
of a reconstruction plate or fixation screw with cranial bone tissue, cancellous bone tissue is typically 
modeled as a homogeneous continuum. While it's feasible to create computational models with a more 
precise representation of cancellous bone trabeculae at the micro level using micro-computed tomography 
(μCT) imaging, this approach is time-consuming. Utilizing a homogeneous model with a constant apparent 
Young's modulus serves as a practical compromise, providing satisfactory results. The objective of this 
study is to establish the correlation between the apparent Young's modulus of the skull's cancellous bone 
tissue and the bone volume fraction (referred to as BV/TV) through computational modelling. 
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2. Methods 

The correlation between the Young's modulus of cancellous bone tissue in the skull and the bone volume 
fraction (BV/TV) can be established by conducting computational tension/compression tests on a series  
of bone segments. Through these tests, the apparent moduli for each segment are calculated and then 
correlated with the corresponding BV/TV value (Fleps et al., 2020). Models created for this purpose utilize 
trabecular structure data acquired from micro-CT scans. 

2.1. Model of Geometry 

In this study the os occipitale of a human skull was cut into 5 block segments (Fig. 1) using surgical saw. 
Initially, these segments were measured using a micro-computed tomography scanner (GE phoenix 
v|tome|x L240, GE Sensing & Inspection Technologies GmbH, Wunstorf, Germany) with a voxel size  
of 25 μm × 25 μm × 25 μm. Subsequently, image processing and thresholding methods were applied to 
digitize data, capturing the detailed geometry of each segment, including trabecular structures. For the 
image processing, the STL Model Creator application proposed by Marcián et al. (2011) and scripted  
in Matlab software (Matlab 2012, MathWorks, USA) was employed. Five block segments were discretized 
into 47 segments with dimensions of 7.2 mm x 6.75 mm x 3.6 mm (Fig. 1), geometry of each segment was 
then discretized to generate computational models in Ansys software (ANSYS Academic Research 
Mechanical, Release 17.2; Swanson Analysis Systems Inc). Based on the digitized data, the BV/TV value 
was calculated for each segment. 

 
Fig. 1: a) Solved area on the cranial bone - os occipitale; b) micro structure of cancellous bone tissue. 

Each segment consisted exclusively of cancellous bone tissue (i.e. no cortical bone was included). Due to 
limitations in image processing, certain trabeculae within the modeled segments appeared disconnected 
from the remaining cancellous bone tissue. These small isolated parts were removed and not considered  
in subsequent calculations or in the measurements of bone volume fraction. For discretization tetrahedron 
quadratic element was used, each segment was discretized into approximately 1 200 000 elements. The 
approximate number of nodes was 2 500 000 for each segment. 

 

 

 

 

 

 

 

  

 

Fig. 2: Boundary and load conditions (Note: Conditions only for the tensile test in X-direction is shown. 
Conditions for the tests in Y- and Z-directions are analogous.). 

Ux = 0 Ux = 0.5 mm 
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2.2. Boundary conditions 

To simulate a tensile test, each segment was subjected to loading in three directions parallel to the 
coordinate axes shown in Fig. 2 (Ševeček et al., 2019). The load was displacement-driven; specifically, one 
side of the segment was elongated in a particular direction by 0.5 mm while the other side was fixed in the 
same direction (u = 0 mm) as shown in Fig. 2. 

2.3. Material model 

In this study, trabeculae in the cancellous bone tissue were modeled as a homogeneous, isotropic, linear-
elastic material represented by two material parameters: Young modulus (E) and Poisson ratio (µ).  
The applied values are E = 15 GPa (Rho, 1993) and µ = 0.3 [-]. 

2.4. Determination of apparent Young’s modulus 

The apparent Young’s modulus of cancellous bone represents its effective stiffness. It is determined by 
applying Hooke's law, considering a homogeneous distribution of the bone tissue within the bone volume: 

 𝜎 =  𝐸 ⋅ 𝜖 ⇒ 𝐸 =
𝐹⋅𝑙

𝑆⋅𝑢
, (1) 

where F is the normal force acting in the volume in the loaded direction (calculated as a resultant reaction 
force in constraints in the FE model), l is the length of the segment in the loaded direction, S is the area  
of the cross section parallel to the loaded direction and u is the given displacement. 

Apparent Young’s moduli for all segments in all three directions are presented in Fig. 3 (blue symbols). 
Using the least square method, four relationships in a commonly-used power form E = b + c(BV/TV)d 
were determined; specifically, three sets of constants b, c and d were calculated to derive three direction-
dependent equations (Eqs. (2) through (4)), along with one set of constants for a non-directional dependency 
(5). For each relationship, coefficient of determination 𝑅ଶ was calculated. The relationships are visualized 
in Fig. 3 as well. Data are available at the link: 10.5281/zenodo.10635546. 

 
Fig. 3: Relationship between apparent Young’s modulus and BV/TV. 
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= 13.98 ⋅ ቀ



ቁ

ଵ.ଵସ
− 2.02 [GPa];  𝑅ଶ = 0.95 (2) 

 𝐸௬


= 37.86 ⋅ ቀ


்
ቁ

ଷ.ଽଶ
− 0.20 [𝐺𝑃𝑎]; 𝑅ଶ = 0.96 (3) 

 𝐸௭


= 22.81 ⋅ ቀ


்
ቁ

ଶ.଼ଶ
− 0.37 [𝐺𝑃𝑎]; 𝑅ଶ = 0.87 (4) 

 𝐸 = 18.41 ⋅ ቀ


்
ቁ

ଶ.ଷହ
− 0.04[𝐺𝑃𝑎]; 𝑅ଶ = 0.68 (5) 

While substituting BV/TV values near zero into Eqs. (2) through (5) would produce negative Young's 
moduli, practical calculations necessitate constraining the validity of these equations. Thus, realistic values 
of Young’s modulus can be obtained by applying the equations only within the BV/TV range  
of (0.18; 0.58). 

3. Conclusions 

Strong correlations (R2 > 0.85) were observed between the apparent moduli in each direction and BV/TV. 
When Eqs. (2) through (5) are compared to the similar study published by van Ruijven et al. (2003),  
a similar slope can be observed. If same Young's modulus is substituted into dependencies published by 
van Ruijven, comparable values of apparent Young's modulus will be returned. On the contrary, non-
directional dependency showed a much weaker correlation, indicating an orthotropic elasticity  
of cancellous bone in the os occipitale. The derived equations can effectively describe trabecular structure 
in biomechanical simulations of cranial bone using the FEM, especially when a more detailed trabecular 
finite element representation is impractical due to its time-consuming nature. 

The derived equations hold significant clinical implications. They can steer optimal implant design and 
placement in the cranial region, underscore the importance of considering orthotropic elasticity in surgical 
planning, and present a time-efficient approach for biomechanical simulations in clinical research.  
In emergency cases, these equations offer a practical and prompt means of assessing cancellous bone 
properties, assisting clinicians in making informed decisions swiftly. 
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Abstract: This paper describes a study of four-point bending with shear of full-size KG and KS grade glulam 
beams using glued-in pre-stressed basalt BFRP, glass GFRP and steel rods. From the tests, it was found that 
the composite bars as well as the glass bars perfectly compensated for the heterogeneous structure of the 
timber, showing significant ductility in contrast to the brittle fracture of unreinforced beams, the same applies 
to the shear area in the support zones and on the supports. Using pre-stressed composite bars and pre-stressed 
steel bars in tension and compression, the following results were obtained: an increase in load capacity and 
stiffness, respectively steel bars - 39.2 %, 20.2 %; basalt bars - 35.4 %, 19.4 %; glass bars - 32.7 %, 17.2 % 
compared to unreinforced beams, also influenced by the distance from the neutral axis. The use of composite 
and steel bars is an effective, economical, environmentally friendly, ecological and natural technology for the 
repair of elements, as well as the possibility of increasing the span of the girders and reducing their cross-
sections, which gives an increase in the possibility of using wood-based products with other materials, 
including natural materials - fibre-reinforced polymers - for structural elements. 

Keywords:  Glued Laminated Timber, FRP and steel bars, pre-stressed, bending with shear test, load 
capacity, local and global stiffness. 

1. Introduction 

Wood is the few natural renewable raw materials that can be used as structural elements in construction. 
And, in addition, wood provides an attractive natural appearance and a high strength-to-weight ratio 
compared to traditional building materials such as concrete or structural steel (Corradi et al., 2021; Jian et 
al., 2022). Thus, by enhancing the natural limitations of wood, engineered timber products offer  
a sustainable alternative to traditional building materials. These products include: solid beams, I-beams,
Glued Laminated Timber or Cross Laminated Timber (CLT) - e.g. beams, slabs, and Laminated Veener 
Lumber (LVL), as well as other materials made of glued veneers or other wood-based materials, e.g. 
plywood, Parallel Strand Lumber, Laminated Strand Lumber, construction beech wood (BauBuche) - 
experimental, theoretical and numerical research carried out by the author on these products under static, 
dynamic, ad hoc, repeatedly variable, cyclic, long-term loads reinforced by various artificial and natural 
fibers, fiber composites, Fiber Reinforced Polymer, polyester, hybrid, steel, in various shapes and forms, 
under pressure and pre-stressed, in addition fire, temperature and humidity resistance, among others bars, 
pipes, different profiles, angles, C-sections, I-sections, T-sections, T-bars, fasteners, shapes, sheets, fabrics, 
tapes, mats, sandwich structures - bending, shear, bending with shear, tension, compression. Therefore, the 
recent growth of mass timber construction is mainly due to the popularity of CLT applications or advanced 
manufacturing technologies for large-scale glulam structural elements. In contrast, the use of timber 
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reinforcement is often used to increase the structural strength of major elements, e.g. beams, columns.  
The use of FRP reinforcement is a convenient, economical method of improving the static performance  
of a structure (Jian et al., 2022; Bi et al., 2021 and Sun, 2022). This application can improve the load-
bearing capacity, just as it improves the operational safety of the structure and meets higher performance 
requirements. Considering fibre-reinforced polymers is a component formed by mixing a fibre material and 
a matrix material (resin) in a specific proportion. The benefits of such materials include lightness, non-
conductivity, high mechanical strength, recyclability and improved corrosion resistance. Therefore, over 
time FRP can partially replace steel bars for the reinforcement of timber beams. Using FRP reinforcement 
can increase the ultimate load-bearing capacity and flexural stiffness of timber beams. There are different 
types of FRP on the market, such as CFRP (carbon fibre reinforced polymer), GFRP (glass fibre reinforced 
polymer), AFRP (aramid fibre reinforced polymer), BFRP (basalt fibre reinforced polymer), etc. The use 
of FRP reinforcing bars prevents the risk of possible corrosion, as with steel bars. In the same way, they 
can improve the stiffness, load-bearing capacity and ductility of timber beams. Based on studies (Wdowiak-
Postulak, 2019; Wdowiak-Postulak, 2021; Wdowiak-Postulak, 2023; Wdowiak-Postulak et al., 2023a; 
Wdowiak-Postulak et al., 2023b; Wdowiak-Postulak et al., 2023c and Wdowiak-Postulak et al., 2024),  
it was found that the decisive factors affecting the effectiveness of FRP-reinforced timber beams are the 
degree of reinforcement, the type of FRP, the length of the beams, the grain direction or the bonding surface 
(Jian et al., 2022). Liu et al. (Liu et al., 2020) performed an experimental study of BFRP-reinforced poplar 
beams with different lengths. Based on the study, they found that timber beams reinforced with BFRP bars 
of 1900 × 50 mm showed the highest load capacity and maximum deflection, which increased by 77.8 % 
and 110.1 %, respectively, compared to unreinforced beams. Kramár et al. (2020) investigated the effect  
of using corrugated surfaces on improving adhesion between FRP and wood. Based on the experimental 
study, they found that beams with CFRP corrugated surfaces had the highest flexural strength, here  
the adhesion between FRP and the corrugated wood surface helped. 

2. Methods 

Wood of pine, spruce and fir was used in the study. Specifically, the timber used in the study was from the 
same sawmill, with the designation of origin coming from the Małopolska Region Nature and Forest  
of Poland and from the beginning and end of the growing season, at the full moon, thus reducing variability. 
The glued laminated beams had a GL20c grade, tensile strength of 15 MPa, modulus of elasticity  
of 10 400 MPa (outer laths T13 and inner laths T8) according to PN-EN 14080:2013-07. The structural 
lumber was previously dried artificially in a drying kiln, then classified according to PN-D-94021:2013-10 
into KG grades - inferior quality grade and KS grades - medium quality grade. In the laboratory,  
the resulting glued laminated beams, pieces of 20 with dimensions 82 x 162 x 3650 mm, were stored with 
a relative humidity of 65 ± 5 % and a temperature of 20 ± 2 °C. The moisture content was tested  
in accordance with EN 13183-1:2004 and an average moisture content of 10.7 % with a standard deviation 
of 0.89 % was obtained, the average density was 359.5 kg/m3 with a standard deviation of 25.4 kg/m3. The 
influence of humidity and temperature was constantly determined and their parameters were determined. 
An epoxy resin-based adhesive layer was obtained by mixing LG 815 epoxy resin with HG 353 hardener. 
After mixing the resin and hardener, the adhesive achieved a flexural strength of 110–120 MPa and  
an elastic modulus of 2 700 ÷ 3 300 MPa. For the reinforcement, first 14 mm by 14 mm holes were cut  
in the beams, then the wood and bars were cleaned. Similarly, to obtain the straightness of the rod in the 
cut holes and milling cutters, thin steel nails and steel wires were inserted every 40 centimeters. And at the 
ends of the beam to properly anchor and fasten the bars, pre-stressed, by threading the rods at the ends, then 
applied appropriate anchoring plates, nuts, steel and aluminum profiles, steel sheets, plexiglass, pads, 
connectors were introduced, the nuts were screwed in, obtaining the reverse arrow, to obtain an initial stress 
of 15 MPa - measured by extensometer. Moreover to prevent shearing occurring along the beam at supports 
and in support zones – applied appropriate vertical FRP and steel rods for the entire height of the beam, 
anchors. Then pre-stressed basalt BFRP, glass GFRP, and steel rods with a diameter of 10 mm were used 
for reinforcement. Material data were obtained from in-house, experimental studies: BFRP - elastic 
modulus 79.2 MPa, GFRP - elastic modulus 60.1 MPa, steel - ribbed, B500SP. The experimental 
investigations included the effects of reinforcement on the load-carrying capacity and static working 
stiffness of reinforced glued beams compared to unreinforced beams. The beam configurations are shown 
in Fig. 1 and the test scheme is shown in Fig. 2. Five repetitions were tested for each configuration  
for better statistics of the results. Reinforcement included a tensile zone as well as a compressive zone with 
identical degrees of reinforcement. Experimental tests of glued beams were carried out in four-point 
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bending with shear according to EN 408+A1:2012. First, all unreinforced beams were tested by determining 
the global and local stiffness, using two actuators with a piston area of 50 cm2 and a maximum exerted 
pressure of 10 MPa from VEB Werkstoffprufmaschinen Leipzig. The local stiffness measurement  
is suspended from the neutral axis over a length of five times the beam height. Local indentations were 
minimised by placing 80 mm × 80 mm × 5 mm steel plates at the support and actuator locations. Load did 
not exceed the elastic limit or exceed 40 % of the ultimate load - only to local rigidity. The modulus  
of formability was also determined. On the basis of the shear zone - strains, shear stresses, the modulus  
of shear deformation was also determined. 

 
Fig. 1: Beam reinforcement diagrams. 

 
Fig. 2: Four-point bending with shear test stand. 

3. Results 

The load-deflection ratio as noted in the figure for the failure of unreinforced beams showed in a linearly 
elastic manner up to the point of failure (Fig. 3). The beams mostly failed in the lower layers in the tension 
zone due to timber defects. The compression and tension reinforcement resulted in the neutral axis being 
placed approximately mid-height due to the balanced reinforcement layout adopted. Longitudinal shear 
cracks of the fibers often appeared in the zones adjacent to the actuator and on the supports. Pre-stressed 
basalt, glass, steel bars placed in the tensile and compression zones reduced the knot area ratio in the top 
and bottom layers and thus reduces the likelihood of ductility. Therefore, it can be seen that the ultimate 
tensile strength of the wood is usually reached in the lower layer, as long as the ultimate compressive 
strength occurs in the upper layer. A mean global stiffness of 3.95 × 1011 N.mm2 with a standard deviation 
of 0.23 × 1011 N.mm2 and a mean local stiffness of 4.34 × 1011 N.mm2 with a standard deviation  
of 0.35 × 1011 N.mm2 were obtained. 

 
Fig. 3: Load-deflection diagram for all beams at mid-span. 

4. Conclusions 

On the basis of experimental investigations of the bending reinforcement of low-quality laminated glulam 
using pre-stressed basalt, glass and steel glued-in rods, the following conclusions were obtained:  

 Unreinforced glued laminated beams tended to fail in the tension zone and worked in the linear-
elastic range, brittle fracture occurred. Compared to reinforced beams, where in the tension  
and compression zones, the neutral axis was usually at mid-height of the height of the beams and 
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shear also occurred. Shear was most common along the beam, shear in the support zones outside 
the loads and at the supports, especially with pre-stressed steel reinforcement, pre-stressed basalt 
reinforcement, less so in pre-stressed glass reinforcement. Pre-stressed bars increased shear 
strength through compressive stresses developed in the beam. 

 Noticeable non-linear work is exhibited by beams consisting of lamellas of lower quality classes 
of structural lumber.  

 The use of reinforcement equally distributed in the tension and compression zones resulted in an 
increase in load capacity and stiffness, respectively: pre-stressed steel bars - 39.2 %, 20.2 %;  
pre-stressed basalt bars - 35.4 %, 19.4 %; pre-stressed glass bars - 32.7 %, 17.2 % compared  
to unreinforced beams. 

Funding: Fee for conference materials from - Kielce University of Technology 02.0.18.00/1.02.001 
SUBB.BKWK.24.002. 
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Abstract: The article discusses the construction aspects of a developed modular device for testing the influence 
of high-temperature flue-gas fouling on chosen heat exchanger tube-bundle geometries and the effectiveness 
of various methods of online tube-bundle cleaning, which is currently being developed by the Institute of 
Process Engineering (IPE) at Brno University of Technology (BUT), in cooperation with the company Eveco 
Brno. The device will ease designing new heat exchangers, withstanding longer operation in severe fouling 
conditions. 

Keywords:  Fouling, flue gas, testing device, high-temperature application. 

1. Introduction 

Combustion of various liquid and, in particular, solid fuels entails the problems of entrainment of inert ash, 
which is introduced into the combustion process as an integral part of the fuel. Part of the fine fraction  
of this ash, often enriched with solid products of incomplete combustion, is carried off by the flue-gas 
stream from the combustion space of the boiler onto the convective heat-exchange surfaces. Here, 
depending on the flow conditions, temperature, chemical composition of the ash, and other factors,  
a coating can form on the heat-exchange surfaces (Kakac, 1991). 

The effect of the flow is mainly manifested by ash setting in areas with a sharply reduced flue-gas flow 
rate, especially in the areas of inlets and sudden expansions in the casing of tube boilers and on the 
downstream side of the tube bundles in water-tube boilers.  

The effect of temperature is closely related to chemical composition. Different combinations of inert salts 
and minerals, which are contained in the burned fuel, lead to the somewhat different behaviour of the ash 
entrained by the flue gas (Niessen, 2010). Each mineral component exhibits a different melting temperature. 
Therefore, the empirically determined (average) softening and melting temperatures of the ash, or other 
recognizable intermediate temperatures according to a relevant local standard, depend on the proportional 
amounts of these individual components in the ash. If the so-called ash-softening temperature is reached, 
the cohesion of the ash mass increases considerably. At the melting temperature, fly ash passes into a glassy 
viscous phase. After resolidification, the heat-exchange surface of the exchanger remains covered with  
a solid crust, increasing the thermal resistance and significantly reducing the device's efficiency (Spalding 
and Taborek 1983). The ashes of certain fuels exhibit a softening temperature so low that considerable 
fouling must be expected even at temperatures necessary for the economical operation of the boiler.  
In particular, during combustion or co-combustion of grass biomass, ash with an ash-softening temperature 
lower than 700 °C is often found (Niessen, 2010). 
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However, fouling layers can also be created by other processes. In the case of flue-gas heat exchangers,  
it is possible to encounter ash fractions that tend to form deposits by mainly mechanical binding. Therefore, 
the variable nature of fouling requires a device that allows engineers to determine the fouling properties of 
a given flue-gas stream in advance and as precisely as possible so that suitable heat-exchange surfaces can 
be designed in order to utilize the heat produced. Universal testing devices enabling the determination of 
the necessary parameters of real flue-gas fouling effects before the final design of an industrial heat 
exchanger are not currently available. An essential step in designing the heat exchanger is the correct choice 
of its basic geometric parameters. In the case of applications operated in fouling conditions, however, it is 
usually unknown which specific geometry will be resistant to fouling and which will perform rather badly. 
And eventually, what choice of online cleaning technology would offer sufficiently prolonged operation 
time without necessitating downtime. 

The developed modular mobile device (see Fig. 1) aims to prevent operational problems of the newly 
designed heat exchangers through a better design with higher resistance to fouling and, hence, higher 
reliability. Thanks to its mobility and modularity, laboratory and industrial experiments can be performed. 
Consequently, its high potential also lies in the ongoing research at BUT in the field of industrial fouling. 

 
Fig. 1: a) Partial section of the final design of the developed device, b) cut and folded metal sheets  

of the device prepared for welding. 

2. Construction of the high-temperature modular device 

The developed construction of the mobile testing system, presented in Fig. 1, is conceptually designed  
as a modular crossflow flue-gas/air tube exchanger. During its design, the following was emphasized: 

1. The closest possible approximation of the geometry parameters of the device’s tube bundle  
to a typical geometry of an industrial flue-gas heat exchanger. 

2. Capacity enabling both laboratory tests and tests under industrial conditions. 

3. Temperature resistance to withstand high temperatures on the flue gas side up to 800 °C. 

4. Modular variability of the tube-bundle geometry and the ability to operate with flue gas both on the 
tube and shell sides. 

5. The device is equipped with welded sockets enabling tests of different tube-bundle cleaning 
methods, endoscope access for deposit analyses and measurement devices’ access for data 
acquisition. 

6. Possibility of easy transport of equipment between laboratory and industrial plants and easy 
assembly/disassembly 

Fulfilment of the above requirements is ensured in the following way: 

The device's basic, primarily tested tube bundle contains 16 smooth pipes DN65 (ø 76.1 mm) in a 4 × 4 
inline configuration set within a tube sheet with an axial spacing of 98 mm. The tubes’ nominal size and 
spacing correspond to the design of an industrial device rather than a laboratory model. This leads to better 
approximation of real conditions and eliminates errors introduced by simplifying assumptions (e.g., using 
characteristic numbers when extrapolating the obtained data to real operation). At the same time, it is thus 
possible to insert the apparatus into a flue-gas bypass of a real industrial application (for measurements  
‘in the field’) in addition to the laboratory testing. 

a) b) 
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The 4×4 configuration also determines the size of the device, which can still be supplied with flue gases 
during laboratory tests, using burners already available in the IPE burner testing facility, but also by 
sampling from any existing industrial flue pipe with the help of a specially designed ejector (jet pump). 
Such configuration grants 4 tubes in the bundle that are ‘central’, i.e., the flow around their perimeter  
is affected only by the surrounding tubes, not the edge effects of the heat-exchanger shell. It will be possible 
to observe the formation of the deposit layers and the influence of their removal methods with the greatest 
possible informative value. 

The device is designed as modular; therefore, it can be equipped with staggered configurations, smaller 
nominal diameters, and other tube-bundle modifications, which expands the usability and applicability  
in various testing scenarios. Although most industrial applications operate at flue-gas temperatures lower 
than 800 °C, such a high temperature is considered mainly due to the possibility of using equipment for 
fouling testing even under such extreme conditions. Operability at high temperatures is mainly ensured by 
the combination of factors listed in Tab. 1. 

Concept as 
a heat 

exchanger 

The fouling tester itself is designed as a flue-gas/air heat exchanger, which enables the cooling  
of the device by the airflow. An air fan increases the volumetric flow rate and sufficient turbulence 
of air for intensive heat transfer. The fan can be removed during tests on low-potential flue gases 
or tests on 'polluted air' (ash carried by the air current), and the device thus can be operated  
as a non-cooled static obstacle to the flow. 
In the case of air cooling, the air-stream temperature will be measured at the inlet and outlet. 

Materials 
All parts of the device, which can be exposed to high temperatures on the flue-gas side, are made 
of heat-resistant steels of grades 1.4841 and 1.4845. This solution aims to prevent the formation 
of scalings and other oxidative damage at elevated temperatures. The selection of materials  
is based on the criteria of a design temperature of 800 °C. 

Additional 
water-
cooling 

Flue-gas inlet modules are designed as an analogue to a water-cooled jacketed vessel. In the case 
of operation at temperatures close to the maximum design temperature, cooling water will  
be introduced into the empty volume between the inner and outer shell. This water will then  
be diverted into a cooler or a waste sump. 

Thermal 
insulation 

This measure is not intended to protect the device but the operators. When operating at high 
temperatures, the device is coated with an insulating layer designed to maintain the external 
temperature at the maximum admitted by EN ISO 13732-1 for touchable surfaces. 

Tab. 1: High-temperature heat protection concept. 

As for the additional water cooling, the flow will be distributed into several inlet sockets on the lower side 
of each jacketed flue-gas intake/outlet and collected again by hoses connected to several ports on the 
opposite side. This technical solution leads to a better fluid-flow distribution within the inter-shell space. 
Each of the distribution sockets in the jacketed inlets is equipped with a ball valve for rough flow regulation, 
and each module is equipped with a safety valve, preventing an increase of pressure in the inter-shell space 
in the event of local overheating and boiling of the cooling water. Cooling water temperature and pressure 
will be monitored. Both the inter-shell space clearance and the dimensions of welded sockets enabling 
cooling water feed are designed to accommodate the heat output without raising the cooling water 
temperature by more than 20 K. 

The device consists of 6 main modules that might be removed and reattached at any convenience: 

• 1× central cross module – the tube-bundle casing and the device's main part; 

• 1× tube bundle with two tube sheets – may be replaced with a bundle of any required geometry; 

• 2× cooled inlet with double shell (jacketed) – for the hot side of the heat exchanger; 

• 2× non-cooled inlet – for the cold side of the heat exchanger. 

The central cross module and individual inlets are equipped with identical square flanges with M12 bolt 
connections. The flange joints are additionally secured with a sealing cord that is resistant to high 
temperatures. 

The tube sheets carrying the tube bundle are designed as intermediate flanges. They can be placed between 
the central cross module and the cooled jacketed inlet, as well as between the central cross module and the 
air-cooling inlet. This solution makes it possible to achieve flue-gas flow inside the tubes and on the shell 
side simply by changing the assembly configuration. 

The connection of the device with an existing flue-gas pipe and additional cooling and driving streams is 
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depicted in Fig. 2 below. In the case of laboratory experiments, the assembly may be equipped with 
a particulate source (as a substitute for fouling flue gas) and a fabric filter. 

 
Fig. 2: Simplified operational diagram of the device when connected to an existing flue-gas pipe. 

The device has a sufficient number of welded sockets with a plug, distributed on the device in such a way 
that it is possible to place nozzles for spraying the inner space of the tubes, as well as the space between 
the tubes, with a stream of compressed air, steam, or water – simulating common on-line fouling-deposit 
removal methods.  

The modules need to be easily transported between the place of industrial application, laboratory, and 
storage room in the time between individual tests. The size of the assembled device is thus, to some extent, 
derived from the need for repeated assembly and transport. The body of the apparatus will be placed on 
a folding frame, which can be secured onto the bed of a truck. The individual modules of the device are 
equipped with load-bearing eyes, so in addition to manual assembly, it is possible to use a lifting device 
that will be placed upon the structure of the load-bearing frame. 

3.  Conclusion 

The currently developed construction of the high-temperature flue-gas testing device discussed in this 
article is supposed to allow the BUT researchers and the private-sector engineers of the company Eveco 
Brno to determine the real fouling effects of a given flue-gas stream on a chosen heat-exchanger geometry, 
without the necessity of building a whole new heat exchanger for the initial test or depending overly on the 
tabular values of the fouling factors with limited accuracy. Compared with commonly used methods,  
it should offer a wider and more reliable data set to design more economical solutions, withstanding longer 
maintenance-free operation periods in severe fouling conditions. No comparable testing device is currently 
available, nor the authors are aware of any other such device being developed. 
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Cavitation has long been known for its negative effects especially during the operation of hydraulic 
machines. Vibrations, noise or cavitation erosion accompanying the formation and violent collapse  
of cavitation bubbles have therefore become a subject of numerous studies. Efforts have been made to fully 
or at least partially mitigate these negative effects. One of the ways for cavitation suppression is shape 
optimization of those machine parts which are susceptible to cavitation and cavitation erosion. (Epps, 2015 
and Sun, 2022). 

Recently, cavitation has been studied so that its destructive effects can in turn be used for the benefit of the 
cause. If cavitation is to be generated on purpose, it is desirable that the most intense cavitation possible 
occurs in the device, using as little energy as possible. This fact opens the door to shape optimization, which 
in turn will enhance cavitation and thus allow cavitation generators to become more efficient. Water 
purification using hydrodynamic cavitation is one of the areas of research (Dular, 2016), where venturi 
nozzles of different shapes are widely used for this purpose (Jančula, 2014). Improving the efficiency  
of these simple devices would promote their eventual deployment in industry.  

 

All three nozzle geometries were designed with a circular cross-section, 0.5 mm wide throat, 5 mm wide 
upstream section, 3 mm wide downstream section and confuser section with 60 ° angle. Geometry 
variant A, Fig. 1, had a 2 mm long neck and a diffuser angle of 12 °, while variant B had a wider diffuser 
angle of 14 °. Variant C, while maintaining a diffuser angle of 12 °, lacked the full length of the throat and 
the converging part was therefore directly connected to the diffuser. 
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Fluid domains were created for all three 3D geometries with appropriate decomposition. Structured 
conformal hexagonal meshes were then generated with respect to y+ not exceeding value of 5 in the regions 
of interest (nozzle throat and diffuser) during the simulation. The final meshes consisted of A) 4 050 000, 
B) 4 050 000 and C) 3 690 000 elements.  

Y+ values for mesh sizing and boundary conditions were determined from preliminary simulation. The 
boundary conditions were chosen to enable testing of the manufactured nozzles in an available hydraulic 
laboratory if necessary. Prior to running the simulation, pressure monitors were set at 21 points located  
in the nozzle diffuser. The pressure at the inlet and the volume of the vapor phase in the fluid domain were 
also monitored. Simulations were performed with all three geometries in Ansys Fluent software using the 
hybrid turbulence model SBES and the two-equation RANS turbulence model SST k-ω. The boundary 
conditions correspond to the values of the Reynolds number 𝑅𝑒 = 19 904 (1) and the cavitation number 
𝜎 = 0.124 (2). 

 𝑅𝑒 =
ಹ∙௩

ఔ
 [−], (1) 

 𝜎 =
మିೇ

ఘ∙
ೡ

మ

మ

 [−], (2) 

where 𝐷ு [𝑚] denotes the hydraulic diameter of nozzle throat, 𝑣் [𝑚 ∙ 𝑠ିଵ] the mean velocity in nozzle 
throat, 𝜈 [𝑚ଶ ∙ 𝑠ିଵ] the kinematic viscosity of water, 𝑝ଶ [𝑃𝑎] the absolute pressure at the outlet, 𝑝  [𝑃𝑎] 
the saturated water vapor pressure, 𝜌 [𝑘𝑔 ∙ 𝑚ିଷ] the density of water.  

Fig. 1: Fluid domain geometry variants (on letf), mesh (upper right), pressure monitors (bottom right). 

Although SBES has been called a hybrid turbulence model previously, it is more of a new way to combine 
existing RANS and LES models through the so-called shielding (blending) function (3): 

 𝜇் = 𝜇´்
ோேௌ𝑓ௌ + 𝜇´்

ாௌ(1 − 𝑓ௌ) (3) 

The combination of RANS and LES is designed to model certain flow cases where conventional RANS 
would not produce accurate results (strong mixing, separation, etc.), while reducing the computational 
demands in comparison with LES simulations (Menter, 2018). 

Fig. 2: Contour of shielding function for var B at maximum cavity length. 
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The graphical representation of the vapour volume monitor (Figs. 3 and 4) showed a sinusoidal pattern  
for all three geometries, and for both the SBES and SST k-ω turbulence models. However the amplitudes  
of the sinusoids for the two selected turbulence models differed significantly for each nozzle design, 
sometimes by an order of magnitude (nozzle A and B). SBES predicted the highest amplitudes of the vapour 
phase change for geometry variant C, and smaller amplitudes for A and B, while the descending order  
of A, B ,C was determined by using the SST k-ω turbulence model. 

The periodic change in the volume of the vapour phase corresponded with the typical behaviour  
of developed cavitation, where periodic shrinkage and growth of the cavity from the nozzle throat to the 
diffuser is usually observed. Except for variant A for SBES and variant C for SST k-ω, almost complete 
shrinkage of the cavity up to the nozzle neck always occurred during the simulation.  

   
Fig. 5: Contours of volume fraction. 

Fig. 5 shows the contours of the volume fraction for SBES simulation in a longitudinal section of each 
nozzle at the moment of cavity shrinkage and full expansion. The presence of separated parts of the vapor 
phase could also be observed on the contours. Pressure monitors showed that cavity shrinkage was 
accompanied by pressure pulsations as shown in Figs. 6 and 7. The amplitude of the pressure pulsations 
increased with increasing distance from the nozzle throat, while the amplitudes of a group of pressure 
monitors at the same distance from the throat (e.g. 2, 6, 7, 8, 9) did not differ significantly. SBES predicts 
a more credible pressure record compared to the smoother pattern coming from the RANS simulation. 
Secondary pulsations were probably caused by the collapse of the separated vapor fractions, which were 
present in the flow field only when using the hybrid turbulence model. The peaks of pressure pulsations 
were highest for SBES variant C, less so for B and A, while SST k-ω predicted a decreasing order of B, A 
and C.  

Fig. 4: SST k-ω volume fraction monitor. Fig. 3: SBES volume fraction monitor. 
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The CFD simulations showed different results when using different turbulence models. This could lead  
to the conclusion that the choice of turbulence model has a great influence on the results obtained from  
the simulations if cavitation is focus of interest. To confirm this, further CFD simulations would be needed  
to rule out the influence of the mesh on the results obtained, and even so, it would be necessary to perform 
experiments for final confirmation.  

With the increase in computational complexity, SBES simulations should lead to more physical results, and 
therefore these results were considered as more reliable. SBES simulations showed that nozzle design C, 
i.e. without a throat, should be the best choice, whether the goal was to hold the highest possible volume  
of vapor phase in the nozzle or to create the highest pressure pulsations under the chosen boundary condi-
tions. 
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